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Abstract – Characteristic mode analysis (CMA) is used in the design and analysis of a wide range of electromagnetic devices such as antennas and nanostructures. The implementation of CMA involves the evaluation of a large method of moments (MoM) complex impedance matrix at every frequency. In this work, we use different open-source software for the GPU acceleration of the CMA. This open-source software comprises a wide range of computer science numerical and machine learning libraries not typically used for electromagnetic applications. Specifically, this paper shows how these different Python-based libraries can optimize the computational time of the matrix operations that compose the CMA algorithm. Based on our computational experiments and optimizations, we propose an approach using a GPU platform that is able to achieve up to 16× and 26× speedup for the CMA processing of a single 15k × 15k MoM matrix of a perfect electric conductor scatterer and a single 30k × 30k MoM matrix of a dielectric scatterer, respectively. In addition to improving the processing speed of CMA, our approach provided the same accuracy as independent CMA simulations. The speedup, efficiency, and accuracy of our CMA implementation will enable the analysis of electromagnetic systems much larger than what was previously possible at a fraction of the computational time.

Index Terms – Big data applications, characteristic mode analysis, graphics processing unit, method of moments, scalability.

I. INTRODUCTION

The theory of characteristic modes (TCM), also termed characteristic mode analysis (CMA), is a computational technique that is used in a wide range of electromagnetic applications such as antenna design [1–7], electromagnetic compatibility [8–13], and nano-antenna analysis and design [14–17]. The numerical recipe of the CMA implementation involves the numerical analysis of the method of moments (MoM) impedance matrix using operations such as the singular value decomposition (SVD), multiplication, inverse, slicing, and matrix transpose [18]. CMA of electrically large scatterers or multi-scale scatterers with fine details is challenging since it can generate large MoM impedance matrices that can cause out-of-memory issues, limited resource errors, or longer time to execute [19]. Moreover, if an application requires the CMA of hundreds of frequencies to accurately quantify the electromagnetic response over a wide frequency range, terabytes (TBs) of RAM and storage and high-speed processors are needed since CMA typically involves the processing of one dense matrix per frequency. Therefore, CMA creates a classical big data problem that needs advanced computer science and Big Data tools to address efficiently.

A wide range of Big Data tools has recently been developed to accelerate matrix operations in different applications. For example, Lee and Cichocki [20] proposed algorithms for calculating SVD on large-scale matrices based on low-rank tensor train decomposition. Their approach outperformed MATLAB and LOBPCG (locally optimal block preconditioned conjugate gradient). Gu et al. designed the Marlin library, which includes three matrix multiplication algorithms to improve the efficiency of large-scale matrices [21]. Liu and Ansari used Apache Spark for processing matrix inversions to reduce the computation and space complexity of large-scale matrices [22]. They developed a scalable lower–upper decomposition-based block-recursive algorithm called SparkInverse, which outperformed MRInverse [23] and MPInverse [24] on large matrices (e.g., 102,400 × 102,400 matrices). Yu et al. developed MatFast, a scalable matrix processing for in-memory distributed cluster on Apache Hadoop [25] and Spark for large-scale matrices [26]. MatFast supports matrix transpose and multiplication. Recently,
Misra et al. developed Stark, which is a distributed matrix multiplication algorithm using Apache Spark for large-scale matrices [27]. Stark is based on Strassen’s matrix multiplication scheme, which is faster than the standard one. It was tested on matrices of size up to 16,384 × 16,384. While Stark was faster than Marlin and Spark MLlib [28], it has high space complexity.

In this work, motivated by the computational complexity of CMA [41], we used some of the new open-source software for GPU computing previously mentioned, as well as different Python-based numerical libraries, to accelerate the CMA of large-scale matrices. The performance of Python-based numerical libraries was recently reported for simple matrix operations and in an angle of arrival calculation example [42]. However, to the best of our knowledge, these tools are not commonly used in computational electromagnetic applications, and the novelty in this work is to explore their efficacy in accelerating the CMA implementation. We start our optimization by decomposing the CMA algorithm into basic matrix operations. We perform exhaustive computational experiments to study the optimum numerical library to execute each matrix operation and explore whether each operation is better executed on multi-core CPUs or on a GPU. By allocating the operations accordingly, the acceleration of the CMA can be maximized.

It is important to emphasize that, in this work, we do not use electromagnetic concepts such as the multilevel fast multi-pole approximation (MLFMA) [19] or the symmetry and Toeplitz properties of the MoM matrix for arrays [43] to accelerate the CMA implementation. Moreover, there are alternative electromagnetic decompositions that reduce the computational time and improve the accuracy of the CMA [44]. However, in this work, we develop an alternative approach to accelerate the CMA that is based on brute force computer science techniques. To the best of our knowledge, this work is the first time that the acceleration of the CMA implementation was performed using open-source software for GPU computing. Related work had been recently reported for the acceleration of other electromagnetic techniques such as the MoM and the MLFMA. Yang et al. accelerated the MLFMA for more than 1 billion unknowns using 2560 processors and more than 30 TB of RAM [45]. However, in this work, we limit our focus to GPU-based acceleration techniques. To put our CMA acceleration work into context, Table I summarizes some of this recent work classified by the electromagnetic method that is accelerated, the maximum size of the impedance matrix considered, the acceleration technique, and the speedup achieved. It is important to emphasize that, for conciseness, we limit Table I to the studies that used GPUs to accelerate the frequency-domain MoM and other closely related techniques. Therefore, Table I does not include acceleration studies that did not report the use of GPUs or studies that used GPUs to accelerate computational electromagnetic techniques that are not related to the MoM. GPU acceleration of the MoM implementation is also available in commercial solvers such as WIPL-D [46].

The rest of this paper is organized as follows. We begin with an overview of CMA in Section II. In Section III, we present our GPU implementation for CMA using different Python numerical libraries. We present the results, including the computational time and validation of the numerical results, followed by a discussion in Section IV. Section V concludes the paper.

II. OVERVIEW OF CMA

CMA decomposes the total surface current generated on a scatterer into a set of fundamental real and orthogonal modes and calculates the relative importance of each mode at each frequency [47]. The modes can be calculated by solving the eigenvalue problem given by

\[ XJ_n = \lambda_n RJ_n, \]  

where \( X \) and \( R \) are the imaginary and real components of the impedance operator \( Z \) [18]. The vectors \( J_n \) are the eigenvectors or the eigen-currents, and \( \lambda_n \) are the eigenvalues. The resulting eigenvalues and eigenvectors are independent of the excitation. By applying the MoM [48], eqn (1) can be converted into the matrix equation:

\[ [X][J_n] = \lambda_n [R][J_n]. \]  

Two approaches have been reported to obtain the impedance matrix \( Z \), namely, the volume integral equation (VIE) formulation [18] and the surface integral equation (SIE) formulation [47]. In this work, we adopt the SIE formulation that requires the surface discretization of the scatterer.

CMA is applied extensively for conducting bodies [47], [49]. However, applying CMA for complex shapes, composed of one or more dielectric materials, is still under development [50]. The CMA analysis of dielectric materials requires post-processing of the impedance matrix because the solution includes both electric and magnetic induced currents (\( J \) and \( M \)). Applying the Galerkin methods to the integral equation of SIE, it can be expressed into the following equivalent system of matrix equations [51]:

\[
\begin{bmatrix}
Z_{EM} & Z_{HM} \\
Z_{HM} & Z_{EM}
\end{bmatrix}
\begin{bmatrix}
J \\
M
\end{bmatrix} =
\begin{bmatrix}
V_E \\
V_H
\end{bmatrix}
\]  

(3)

To solve the equation for only the electric currents, the system of the matrix in eqn (3) can be modified by replacing the magnetic currents in this equation as follows [51]:

\[
M = (Z_{HM})^{-1}(V_H - Z_{HM}J).
\]  

(4)
<table>
<thead>
<tr>
<th>Ref.</th>
<th>Electromagnetic technique/comments</th>
<th>Maximum size of the impedance matrix</th>
<th>Acceleration technique</th>
<th>Speedup ratio (with respect to single CPU)</th>
<th>Impedance matrix assembly</th>
<th>Solution of linear system</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>[29]</td>
<td>Conventional MoM/ Single precision</td>
<td>~ 9.9k</td>
<td>GPU acceleration on Brook platform</td>
<td>17.33</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>[30]</td>
<td>Conventional MoM/ Complex double-precision</td>
<td>~ 7.7k</td>
<td>GPU CUDA acceleration</td>
<td>~ 140</td>
<td>~ 13</td>
<td>~ 45</td>
<td></td>
</tr>
<tr>
<td>[31]</td>
<td>Conventional MoM/ Complex double-precision</td>
<td>~ 7k</td>
<td>GPU CUDA acceleration</td>
<td>~ 9</td>
<td>~ 5</td>
<td>~ 6</td>
<td></td>
</tr>
<tr>
<td>[32]</td>
<td>Conventional MoM/ Complex double-precision</td>
<td>~ 7k</td>
<td>GPU CUDA acceleration</td>
<td>~ 13</td>
<td>~ 5</td>
<td>~ 8.5</td>
<td></td>
</tr>
<tr>
<td>[33]</td>
<td>Conventional MoM/ Single precision</td>
<td>~ 152k</td>
<td>Out-of-core solver accelerated with multiple GPUs</td>
<td>NA</td>
<td>NA</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>[34]</td>
<td>Single-level fast multi-pole method (FMM)/ Complex double-precision</td>
<td>~ 245k</td>
<td>13 nodes GPU cluster</td>
<td>NA</td>
<td>NA</td>
<td>~ 700</td>
<td></td>
</tr>
<tr>
<td>[35]</td>
<td>MLFMA/ Single precision</td>
<td>~ 342k</td>
<td>OpenMP-CUDA on multiple GPUs</td>
<td>124</td>
<td>NA</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>[37]</td>
<td>FMM-FFT/ Dual Xeon system with four 89 280X cards</td>
<td>~ 1100k</td>
<td>GPU/CPU hybrid platform</td>
<td>NA</td>
<td>NA</td>
<td>~ 30</td>
<td></td>
</tr>
<tr>
<td>[38]</td>
<td>MLFMA/ Single precision</td>
<td>~ 694k</td>
<td>Parallelization using CUDA</td>
<td>189</td>
<td>–</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>[39]</td>
<td>Load-balanced out-of-GPU memory implementation of MoM/ Double-precision</td>
<td>~</td>
<td>GPU CUDA acceleration</td>
<td>2.21</td>
<td>(when compared to four-core CPU)</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>[40]</td>
<td>MoM</td>
<td>~ 1M</td>
<td>FMM/GPU</td>
<td>NA</td>
<td>2.5</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Review of recent research on the acceleration of various electromagnetic techniques
Substituting eqn (4) back into eqn (3), it can be expressed as

\[
\begin{bmatrix}
Z^E - Z^E \mathbf{M} (Z^H) \end{bmatrix}^{-1} \mathbf{J} = \mathbf{V}^E - Z^E \mathbf{M} (Z^H)^{-1} \mathbf{V}^H.
\]

(5)

From eqn (5), a new effective impedance matrix can be expressed as

\[
Z^E = Z^E - Z^E \mathbf{M} (Z^H) \end{bmatrix}^{-1} \mathbf{J}.
\]

(6)

It is worth noting that the previous equation involves the processing of complex matrices. Most of the conventional Big Data tools can only handle pure-real matrices, especially on GPUs. However, recently, Big Data tools were developed to handle complex matrices on GPU [52]. Therefore, one of the main contributions of this work is to identify, in the following sections, the Big Data tools compatible with complex matrices necessary for the CMA of dielectric scatterers, as shown in eqn (6) [51]. Using the new equivalent impedance matrix shown in eqn (6), a new generalized eigenvalue equation can be formulated by

\[
[X^E] [J_n] = \lambda_n [R^E] [J_n],
\]

(7)

where \(\lambda_n\) and \(J_n\) are the eigenvalues and eigenvectors calculated using \(R^E\) and \(X^E\), which are the real and imaginary parts, respectively, of the equivalent impedance matrix \(Z^E\). The eigenvalues \(\lambda_n\) can be used to calculate the modal significance \(MS_n\) of each mode as

\[
MS_n = 1/|1 + j\lambda_n|.
\]

(8)

The modal significance is independent of the excitation, and it identifies the relative weight of each mode at any given frequency. The modal significance varies between 0 and 1, reaching 1 typically at the resonance frequency of the mode [14]. It is important to emphasize that there are alternative implementations for performing the CMA of dielectric scatterers. Huang et al. performed an excellent review and comparison in [53]. However, the goal of this work is to explore GPU-based acceleration, and the techniques developed herein have the potential to yield similar acceleration levels in alternative dielectric CMA implementations.

A scatterer that is highly complex in shape or electrically large needs a detailed mesh that yields a large MoM impedance matrix containing thousands of rows and columns. These matrices consume gigabytes of disk space and RAM for storage during analysis. Computing CMA for hundreds of frequencies needs the analysis of hundreds of large MoM impedance matrices, which also pose a Big Data challenge.

With the availability of high-end CPUs and hardware accelerators such as GPUs, one can cope with the Big Data challenge in CMA. CPU cores and GPUs provide internal parallelism inside their architecture [54]. This can speed up the matrix computations in CMA. A GPU computing platform provides promising support toward improving resource utilization [54]. Today, open-source software such as TensorFlow [55], designed originally for large-scale machine learning, and Python libraries such as NumPy [52] and CuPy [56] can be exploited for CMA.

Thus, a hybrid CPU/GPU platform provides ample opportunities to test different techniques for accelerating different matrix operations using open-source software that can handle large datasets.

### III. ACCELERATION OF THE CMA IMPLEMENTATION ON A GPU PLATFORM

In this section, we develop multiple different CMA implementations using different hardware setups and different numerical libraries. We then perform extensive experiments to identify the optimum implementation for each matrix size and for each hardware setup. We used three different hardware setups for our CMA implementation: (1) a multi-core CPU, (2) a GPU platform, and (3) a hybrid CPU/GPU platform. We used the following numerical libraries: (1) TensorFlow2.0 (TF), (2) Numpy Python library, and (3) CuPy Python library. TF is an open-source platform for machine learning, and it can be executed on both CPUs and GPUs. On a hybrid CPU/GPU platform, TF will assign all operations to the GPU by default. To instruct TF to execute a certain operation on a CPU, the following statement needs to be added before the operation:

```python
with tf.device (device name):`
```
TF has application programming interfaces (APIs) in several languages such as C++, Python, and Java. In this work, we used Python to implement CMA with TF. The NumPy python library can run on a multi-core CPU, whereas the CuPy python library can only run on GPUs. Therefore, we developed five different CMA evaluations as follows: (1) TF where all matrix operations are executed only on CPUs, (2) TF where all matrix operations are executed only on GPUs, (3) hybrid TF implementation where some matrix operations are executed on CPUs and some matrix operations are executed on GPUs, (4) NumPy where all matrix operations are executed only on CPUs, and (5) CuPy where all matrix operations are executed only on GPUs. The goal is to identify the fastest implementation out of the five for different matrix sizes. Moreover, the five implementations will guide future CMA users who have access to only CPUs or GPUs and will also guide users who prefer to use one of the previously described Python libraries.

Our CMA implementation is based on the method described in Algorithm 1 [18]. We chose this particular implementation since it is capable of accurately handling a wide range of scatterers, including wires and wire-like nanostructures [14]. First, we read the real and imaginary parts of the input MoM matrix using TensorFlow (Lines 3–4). Next, we construct the complex matrix $Z$ followed by slicing it into four equal parts and then computing $Z^2$ (Lines 5–10). This step is only performed for dielectric targets following the approach in [51]. For PEC scatterers, this step is skipped, and $Z^2$ is set equal to $Z$. The SVD process is then performed (Lines 10 and 11). After that, matrices $A$ and $B$ are computed as detailed in Lines 13–16. The remaining steps are to compute the eigenvalues $\lambda_n$ as shown in Lines 17–22.

The modes and eigenvalues generated by the CMA (Algorithm 1) are not ordered in the same way over the entire frequency range [57,59]. Mode tracking is, therefore, performed to find the correct mode ordering throughout the frequency range of interest. Our implementation of mode tracking, which can be run on a CPU or a GPU, is based on calculating the correlation between the modes of the current frequency and the modes of the previous frequency [57] (see Algorithm 2).

IV. EXPERIMENTAL SETUP, RESULTS, AND DISCUSSION

In this section, we report the performance of the five CMA implementations previously described. We ran all experiments on CloudLab [60], an experimental testbed for cloud computing. We used a machine in CloudLab’s Wisconsin data center with two Intel Xeon E5-2667 8-core CPUs (3.20 GHz) and an NVIDIA Tesla V100 SMX2 GPU (16 GB). All the algorithms were implemented and evaluated using the following software and tools: Linux Ubuntu 16.04, TensorFlow 2.0.0, CUDA 10.0.130, Python 3.7.10., NumPy 1.20.1, CuPy 8.3.0, and Pandas 1.2.3.

Table 2 breaks down the computational time for the different CMA matrix operations for a 14k × 14k matrix using the five implementations previously described: TF on CPU, TF on GPU, TF on hybrid CPU/GPU, NumPy on CPU, and CuPy on GPU. All CPU computational experiments in Table 2 used 32 cores. Comparing the computational time for the TF on CPU and TF on GPU in Table 2, we see that TF on GPU is faster than TF on CPU for all matrix operations except for the SVD and the writing of the eigenvector operation. Therefore, to optimize the TF on a hybrid CPU/GPU platform, we assigned all CMA matrix operations to GPU except the SVD and the writing of the eigenvectors operation, which were assigned to the CPU. Table 2 shows that the TF on hybrid CPU/GPU is faster than the TF on CPU or TF on GPU.

The fourth implementation, NumPy on CPU, is faster than the three TF implementations in Table 2. The main advantage of the NumPy on CPU is its acceleration of the matrix multiplications and the SVD, even though it is slower than TF in terms of the matrix inverse operation and writing the eigenvectors. Finally, the CuPy on GPU is the fastest implementation with a significant acceleration in the matrix multiplication and the SVD compared to the other four implementations. The CuPy on GPU can provide a speedup of 80× compared to other implementations in Table 2, highlighting the importance of selecting the optimum numerical library for the CMA implementation. The analysis in Table 2 shows that different numerical libraries generate drastic differences in the computation time of different matrix
Table 2: Time distribution (minutes) for $14k \times 14k$ dielectric object over TF CPU, TF-GPU, hybrid TF, NumPy with multi-core CPU, and CuPy with GPU implementation

<table>
<thead>
<tr>
<th>Matrix operation</th>
<th>TF CPU</th>
<th>TF GPU</th>
<th>TF Hybrid</th>
<th>NumPy with multi-core CPU</th>
<th>CuPy with GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading the matrix</td>
<td>0.33</td>
<td>0.25</td>
<td>0.28</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>Assembling real and imaginary parts</td>
<td>0.25</td>
<td>0.03</td>
<td>0.03</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>Multiplications</td>
<td>151.07</td>
<td>6.33</td>
<td>6.38</td>
<td>1.22</td>
<td>0.25</td>
</tr>
<tr>
<td>Inverse</td>
<td>3</td>
<td>0.03</td>
<td>0.02</td>
<td>0.17</td>
<td>0.05</td>
</tr>
<tr>
<td>SVDs</td>
<td>9.78</td>
<td>28.23</td>
<td>9.75</td>
<td>0.92</td>
<td>0.35</td>
</tr>
<tr>
<td>Writing eigenvectors</td>
<td>0.27</td>
<td>0.92</td>
<td>0.23</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>Total time</td>
<td>164.83</td>
<td>38.7</td>
<td>16.79</td>
<td>3.45</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Table 3: MOM matrix memory requirements for different formats

<table>
<thead>
<tr>
<th>Matrix type</th>
<th>Matrix size</th>
<th>CSV file size</th>
<th>Binary file size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4k \times 4k$</td>
<td>$4776 \times 4776$</td>
<td>1.5 GB</td>
<td>350 MB</td>
</tr>
<tr>
<td>$14k \times 14k$</td>
<td>$14,183 \times 14,183$</td>
<td>27 GB</td>
<td>3.0 GB</td>
</tr>
<tr>
<td>$15k \times 15k$</td>
<td>$15,279 \times 15,279$</td>
<td>32.4 GB</td>
<td>3.6 GB</td>
</tr>
<tr>
<td>$16k \times 16k$</td>
<td>$16,608 \times 16,608$</td>
<td>36 GB</td>
<td>4.2 GB</td>
</tr>
<tr>
<td>$30k \times 30k$</td>
<td>$33,024 \times 33,024$</td>
<td>138 GB</td>
<td>16.2 GB</td>
</tr>
</tbody>
</table>

operations, which, to the best of our knowledge, was not documented for large dense MoM matrices processed by CMA. If GPUs are not available, the NumPy implementation provides the fastest implementation of CMA, whereas if GPUs are available, the CuPy implementation is the fastest. Therefore, Table 2 can be used as a guide for choosing the optimum numerical library for any computational electromagnetic technique based on the dominant matrix operations of its algorithm.

To quantify the scalability of the CMA implementation, we tested MoM impedance matrices, of different sizes, generated by the commercial electromagnetic solver FEKO [61]. Matrices of both dielectric and PEC matrices were tested. Details of these matrices, including the matrix size, the size of the CSV file, and the binary file size, are shown in Table 3. We used the binary files storing the MoM matrices for these experiments. The advantage of the binary format is that it requires approximately 10%−20% of the storage hard drive memory required by the ASCII and CSV file formats, as shown in Table 3. This reduction in storage memory is particularly important for the CMA of large MoM matrices and/or for the simulation of many matrices to cover multiple frequencies.

Tables 4 and 5 show the computational time required by our implementation for dielectric and PEC scatterers, respectively. We tested the computational time of the CMA NumPy implementation using 1, 2, 4, 8, 16, and 32 cores without GPU, and we also added the computational time required when only a GPU and the CuPy implementation were employed. As we increased the number of cores, the computational time decreased. For instance, it took 257 minutes to process the $30k \times 30k$ matrix on 1 core but only 32 minutes on 32 cores. For a PEC scatterer, represented by a $15k \times 15k$ matrix, it took 130 minutes to process the matrix on 1 core but only 18 minutes on 16 cores. Tables 4 and 5 show that moving from 16 cores to 32 cores showed no decrease in the computational time for matrix sizes of $16k \times 16k$ and smaller. Therefore, for matrices that are $16k \times 16k$ and smaller, the maximum speedup is achieved at 16 cores. However, Table 4 shows that, for the $30k \times 30k$ matrix, increasing the number of cores from 16 to 32 lowered the computational time and enhanced the speedup, indicating the potential of our implementation to scale for matrices $30k \times 30k$ and larger.

In Tables 4 and 5 we also report the computational time required by our CMA CuPy implementation on a GPU. While our implementation required around 32.29 minutes to process a $30k \times 30k$ matrix of a dielectric scatterer using a 32-CPU cores, it took only 15.6 minutes on the GPU platform. We also tested our CMA implementation for a PEC scatterer represented by a $15k \times 15k$ matrix. Again, the CMA implementation on a GPU platform was the fastest, as shown in Table 5. Using a GPU achieved a speedup of $16 \times$ and $10 \times$ for the dielectric and the PEC object, respectively, in comparison to a single CPU core. The computational time and speedup are shown in Figure 1. Moreover, if we do not consider the time needed to write the eigenvectors in the speedup calculations, the speedup will be $26 \times$ and $16 \times$ for the dielectric and the PEC object, as shown in Figure 2.
Lastly, we validated the numerical results produced by our CMA implementation to demonstrate that it does not compromise accuracy. We tested our implementation for two different cases. For PEC scatterers, we used the horn antenna in [see Figure 3(a)]. The eigenvalues $\lambda_n$ of the horn antenna calculated using our implementation perfectly match the eigenvalues calculated using FEKO, as shown in Figure 4. We also used a lossless dielectric cylinder of radius 5.25 mm, height 4.6 mm, $\epsilon_r = 38$, and $\mu_r = 1$ [see Figure 5(b)]. The frequency range was chosen from 4.5 to 7.5 GHz with a 50-MHz interval. This case is often used to verify the results of CMA formulations for real materials [53]. Figure 5 presents the modal significance of the dielectric cylinder, which matches with the results reported by Chen et al. [62]. The previous two cases demonstrate the validity of our accelerated CMA implementation.

In this work, we limited our computational experiments to common Big Data tools such as TensorFlow, Python-based CuPy, and Python-based NumPy. Many additional algorithms have been previously reported for speeding matrix operations [63 64]. In future work, we plan to investigate these implementations and

---

**Fig. 1.** Speedup and time taken for CMA with writing the eigenvalues and eigenvectors vs. different number of cores for (a) PEC (15k × 15k) and (b) dielectric object (30k × 30k).

**Fig. 2.** Speedup and time taken for CMA without writing the eigenvalues and eigenvectors vs. different number of cores for (a) PEC (15k × 15k) and (b) dielectric object (30k × 30k).

**Fig. 3.** Different scatterers used to validate the accuracy of our accelerated CMA implementation. (a) PEC horn antenna. (b) Dielectric cylinder.
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