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Abstract ─ In this paper, two-section impedance 

transformer network (TSITN) is modeled and used for 

power amplifiers applications. The artificial neural 

network (ANN) is used to propose an appropriate model 

for TSITN. The proposed model could predict the desired 

input and output impedances at desired frequencies using 

TSITN dimensions, which could be suitable for input and 

output matching network of a power amplifier. Using 

two-section impedance transformer network instead of 

conventional impedance transformer network (ITN) 

could miniaturize the input and output matching network 

size.  

 

Index Terms ─ Matching network, neural network, 

power amplifier, two-section impedance transformer 

network. 

 

I. INTRODUCTION 

Conventional transformers, like quarter-wave 

impedance transformer, suffer from several disadvantages, 

such as narrow bandwidth and large size [1-2]. The  

two-section transformer is firstly proposed in [3], which 

could operate at main frequency and its second harmonic. 

In [1], a TSITN is analyzed and the closed form equations 

are obtained for resistive real impedance matching. In 

[4], the TSITN working at two arbitrary frequencies is 

studied and analyzed. The main problem of these typical 

two-section transformers is that they are only analyzed 

and designed to transfer impedance to only resistive real 

impedance. However, according to the load pull and 

source pull analyses in power amplifier applications, 

complex impedance with real and imaginary parts is 

needed. 

A TSITN, which could be used in dual band systems, 

is reported in [5]. The presented TSITN could match  

two complex impedances at two different frequencies. 

Another ITN is presented in [6]. The presented ITN in 

this work could match two frequency variant complex 

impedances at two different frequencies. This ITN could 

be used for power amplifier circuits with frequency 

variant load impedances. 

A Quad-Band Four-Section ITN is designed and 

analyzed in [7], however the equations are complicated 

and PSO optimization algorithm is used to find the 

required design parameters. The PSO algorithm is also 

used in [8] to find the design parameters of the ITN. 

So far, impedance transformer networks have been 

used in several microwave devices, such as: power 

amplifiers [9-11], LNAs [12], phase shifters [13] and 

other microwave devices. 

In power amplifiers applications, transformer 

networks are commonly used for Doherty power 

amplifiers; however, they could be used for any types  

of amplifiers, such as class A and other classes of 

amplifiers. In most of the cited works, the TSITN is only 

analyzed for matching at resistive real impedance, which 

is not suitable for power amplifier applications. Also, a 

few approaches provide analyses of two-section ITN and 

other types of ITN for complex impedances matching 

with time consuming numerical calculations [5], [14-

16]. To the best knowledge of the authors, there is not 

any approach to derive the closed form equations for 

analysis of TSITN for complex impedances matching 

applications. 

According to the mentioned problems for two-section 

transformers, a model which could predict the desired 

input and output impedances at desired frequencies using 

TSITN dimensions is still matter of challenge and 

discussion. In this paper, two ANN models are proposed 

for TSITN for power amplifier applications. The proposed 

models could predict the specifications of TSITN, which 

ease the design process of the amplifier input and output 

matching circuits. 
 

II. TWO-SECTION ITN  
A typical TSITN is depicted in Fig. 1. The TSITN 

includes two transmission lines with different dimensions. 

The transformer network could match input impedance 

of Zin to output impedance of Zout. Therefore, this network 

could be used in the input or the output of the circuits 

like power amplifiers. This network is suitable to match 

the obtained impedance from source pull or load pull 

analyses to the desired circuit. The relation between 

input and output impedances in Fig. 1 can be defined as: 
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where, Zin and Zout are complex impedances. The other 

parameters in Equations (1) and (2) are defined in Fig. 1. 

As seen in these equations, there are four variables (Z1, 

θ1, Z2 and θ2) within two equations, so, there is no unique 

answer to TSITN dimensions. Subsequently, the ANN 

modelling is presented in this paper, to predict the 

TSITN dimensions. A typical power amplifier matching 

network is shown in Fig. 2 (a). As can be seen in this 

figure, the output matching network should match Zloud 

to Z0 at the drain of the active device. Also, the input 

matching network should match Zsource to Z0 at the gate 

of the active device. According to Fig. 2 (b), two-section 

ITN could be applied at the input and output of the circuit 

to match the desired impedance. 
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Fig. 1. A typical TSITN. 
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Fig. 2. (a) A typical power amplifier matching network. 

(b) Applied TSITN for matching network of the power 

amplifier. 

 

III. PRESENTED ANN MODEL FOR TSITN 
As shown in Fig. 2, the TSITN could be used as 

input or output matching network. For the case in which 

TSITN is considered as the output matching circuit of the 

amplifier, the value of Zout in Fig. 1 is considered as Z0, 

while Zin in Fig. 1 is considered as complex impedance. 

Design of TSITN for input matching of the power 

amplifier is similar to design of TSITN for output 

matching, so, only design and modeling of TSITN for 

output matching is considered, in this paper. For 

prediction of the desired Zin, an ANN model of TSITN is 

proposed, as shown in Fig. 3. According to this model, 

the desired complex impedance in any frequency could 

be predicted, using dimensions of the TSITN. The 

frequency is arbitrary parameter in the presented model; 

therefore, this model could be used in any power 

amplifier circuits. A TSITN is simulated and designed  

in computer aided design software, advanced design 

system (ADS) 2008, to acquire the database for the 

proposed ANN model. The TSITN is simulated in ADS 

schematic design section using S-parameters analysis. 

The S-parameter analysis in ADS could calculate the 

scattering parameters (S-parameters) of a circuit and 

convert scattering parameters to Z-parameters. After 

simulating several TSITNs with different dimensions 

and obtaining the impedances in different frequencies, 

150 data of input and output parameters are extracted to 

form the database. The TSITN is modeled with multi-

layer perceptron (MLP) and radial basis function (RBF) 

networks in this paper, which will be described in 

subsections A and B, respectively. The proposed ANN 

networks are trained and tested using MATLAB R2012b 

software. The MATLAB built-in functions of "newff" 

and "newrb" are utilized in the proposed MATLAB 

codes for MLP and RBF networks, respectively. 
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Fig. 3. The proposed ANN model for TSITN. 

 

A. MLP network 

MLP neural network is a feedforward network, which 

uses backpropagation algorithm for finding the weights 

between neurons. The MLP network has three main 

layers (input, hidden and the output layers). The hidden 

layer may include one layer or several layers. The 

number of hidden layers is chosen, according to the 

problem and data set. In most of applications, high 

precision could be achieved with only one layer or two 

layers [17]. The neuron numbers in the ANN layers can 

be selected proportional to the data and the number of 

output/input parameters. Higher number of neurons or 

hidden layers may increase the accuracy of the network, 
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but it could raise the complexity and simulation time of 

the network. MLP networks are presented, according to 

conditions of the defined network shown in Fig. 3. 

Several MLP structures have been tested and the best 

network is chosen to model the presented circuit. The 

total number of data set is 150, which is constant during 

the simulation in all of the ANNs, in this paper. The data 

are normalized and about 80% of data are considered for 

testing and the rest are considered for training process. 

Several MLP structures with different number of neurons 

and hidden layers are tested, to find the best network. 

Error results of different MLP structures are shown in 

Table 1. Each network is applied 100 times with number 

of epoch 3000 and the best error results are listed in  

the table. Mean absolute and root mean squared errors 

(MAE and RMSE) of different presented networks are 

reported in this paper to compare the precision of the 

networks. The errors for each considered output is 

reported in Table 1. Effects of different number of 

neurons on the MLP networks MAE are shown in Fig. 4. 

According to Fig. 4, approximately, the errors decrease, 

as the number of neurons increases. However, high 

number of layers and neurons increase the simulation 

time and complexity of the network and may result in 

over-fitting of the network. Therefore, the network with 

7 neurons in each layer is assumed as the best structure 

with the best error results. The best configuration for the 

presented MLP is shown in Fig. 5. 
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Fig. 4. The MAE of MLP networks versus different 

number of neurons. 
 

In this paper, MAE and RMSE errors are calculated 

for all of the presented neural networks, using the 

following equations: 
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In Equations (3) and (4), N is total number of data, while 

YRei and YPri are respectively, real and predicted outputs 

of the network. Real and predicted values of Re (Zin) and 

Im (Zin) for the best obtained MLP networks are shown 

in Figs. 6 and 7, respectively. According to these figures, 

the presented MLP model has modeled the TSITN, 

accurately. 
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Fig. 5. Structure of the best presented MLP neural 

network. 
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Fig. 6. Real and predicted values comparison, using the 

best obtained MLP structure for real part of Zin: (a) test 

and (b) train data.  
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Table 1: Obtained results for different structures of MLP 

networks 

Number of 

Neurons 

MAE 

Test-Re 

(Zin) 

RMSE 

Test-Re 

(Zin) 

MAE 

Test-Im 

(Zin) 

RMSE 

Test-Im 

(Zin) 

1 12.27 18.48 8.05 13.74 

2 11.41 18.18 7.34 9.39 

3 9.56 18.43 6.75 8.18 

4 7.20 12.71 4.70 7.08 

5 6.75 8.59 4.26 5.42 

6 5.50 8.07 4.25 5.91 

7 5.15 6.38 3.61 4.73 

8 5.40 7.06 4.10 8.20 

9 6.55 8.55 5.27 7.77 

10 5.99 9.89 4.10 6.13 
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Fig. 7. Real and predicted values comparison, using the 

best obtained MLP structure for imaginary part of Zin: (a) 

test and (b) train data. 

 

B. RBF network 

RBF ANN is a feedforward ANN and its structure is 

similar to MLP network. However, the RBF network has 

one hidden layer and the activation functions are radial 

basis functions [18]. Conventional structure of a RBF 

ANN is depicted in Fig. 8. The outputs of neurons in 

hidden layer will be summed, by the output layer neurons. 

This procedure is defined in Equations (5) and (6): 
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In Equations (5) and (6), the parameter X shows input 

vector of the hidden layer, y shows output of the network, 

C is center of the basis function and σ is the Gaussian 

function spread. Parameters of presented RBF model is 

listed in Table 2. The obtained results of the presented 

RBF model is listed in Table 3. 
 

Input layer Hidden layer Output layer  
 

Fig. 8. Typical RBF structure. 
 

Table 2: Parameters of presented RBF model 

Hidden layer function Radial basis 

Output layer function Linear 

Input neuron numbers 5 

Output neuron numbers 2 

Maximum number of neurons 100 

Train data numbers 120 

Test data numbers 30 

 

IV. RESULTS OF THE PROPOSED MODELS 
The obtained RMSE and MAE results of the 

presented models using MLP and RBF ANNs are listed 

in Table 3. The errors are reported for both real and 

imaginary parts of the predicted Zin. According to the 

results, two proposed MLP and RBF networks have 

modeled the TSITN in different frequency ranges, 

precisely. 
 

Table 3: Obtained results for presented MLP and RBF 

networks 

Errors 
ANN 

MLP RBF 

MAE-train for Re (Zin) 3.97 0.11 

MAE-train for Im (Zin) 2.90 0.11 

MAE-test for Re (Zin) 5.15 7.85 

MAE-test for Im (Zin) 3.61 4.86 

RMSE-train for Re (Zin) 5.59 0.22 

RMSE-train Im (Zin) 3.76 0.20 

RMSE-test for Re (Zin) 6.38 14.31 

RMSE-test for Im (Zin) 4.73 8.36 
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Fig. 9. (a) Layout, photograph, and (b) frequency 

response of the fabricated impedance transformer. 

 

A. Data validation  

For validation of the impedance transformer network 

proposed model, the data of a sample TSITN is applied 

to the proposed model. The layout and photograph of the 

fabricated TSITN are depicted in Fig. 9 (a). The obtained 

S11 and S21 of the fabricated TSITN are illustrated in  

Fig. 9 (b). The specifications of the applied substrate is 

ɛr = 2.2 and thickness = 0.508 mm. This TSITN transfers 

50 Ω output matching port to (52.23 + 7.67j) Ω in the 

output of the desired power amplifier at 1 GHz. After 

applying this data to the proposed MLP model, the 

predicted value was obtained (42.65 + 9.59j) Ω, which 

shows acceptable accuracy for validation data. 

 

V. CONCLUSION 
In this paper, MLP and RBF networks are presented 

to model two-section impedance transformer network 

for power amplifier and impedance matching 

applications. The presented models could describe the 

impedance transformer network behavior versus the 

different frequencies. Compared to the other impedance 

transformer design approaches in which the complicated 

and time consuming equations should be solved for 

finding the design parameters, the presented model  

can easily predict the design parameters of impedance 

transformer using artificial neural networks. Several 

structures have been tested to find the best network, 

which can model the presented impedance transformer, 

accurately. Finlay, data of a fabricated transformer is 

applied to the proposed model. The results show that the 

presented model is accurate and could be considered as 

reliable model for high frequency amplifiers with desired 

transforming matching values. 
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