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Compact Falling-body Viscometer

Kun Zhang1, Hongbin Zhang2, Yuan Xue3, Jinyu Ma2, Jiqing Han1, and Xinjing Huang2

1Shandong Non-Metallic Materials Institute
Jinan 250031, China

zhangkun8185@163.com, qddxhjq@163.com

2State Key Laboratory of Precision Measurement Technology and Instruments
Tianjin University, Tianjin 300072, China

1360387520@qq.com, jinyu.ma@tju.edu.cn, huangxinjing@tju.edu.cn

3National Institute of Measurement and Testing Technology
Chengdu 610021, China

383622356@qq.com

Abstract – In order to achieve automatic fast reset of the
falling-body (FB) viscometer, and reduce the volume
of the device and the amount of sample used, this paper
proposes to use a single coil to reset the FB and use
another single coil to measure the FB position. In this
paper, the characterization ability of the sensing coil
impedance to the FB position and its influencing factors,
and the reset ability of the driving coil to the FB and its
enhancement factors, are studied via electromagnetic
finite element simulations and experiments. There is a
linear zone between the FB position and the sensing coil
impedance, with the slope being largest. The lower limit
of the FB motion should be designed in this linear zone to
accurately determine the moment when the FB reaches
the lower limit point. Increase in the FB height, and in the
number of turns of the sensing coil, and decrease in the
wire diameter are beneficial to the FB positioning. There
is a maximum force point when the FB approaches the
driving coil, and the FB’s motion range needs to cover this
point for reliable reset. Using iron plugs allows the FB
to obtain greater electromagnetic attraction and ensure
its successful reset. Experimental results show that the
device requires only 1 mL of sample to measure liquid
viscosity. For 9.5-1265 mPa·s dimethyl silicone oil, the
average absolute value of the relative measurement error
is 0.22% and the maximum value is 4.3%.

Index Terms – Electromagnetic coil, electromagnetic
force, falling-body method, impedance measurement.

I. INTRODUCTION

Viscosity is an inherent physical property of fluid
that reflects the friction between molecules when the

fluid is subjected to external force [1]. Measuring the vis-
cosity of a high-temperature and high-pressure liquid can
assess the flow characteristics of the liquid, which is of
great importance in the fields of oil and gas exploitation
[2], coal liquefaction [3][4], the chemical industry and
the operation of power equipment. At present, commonly
used methods for measuring high-temperature and high-
pressure liquids are the capillary method [5][6], the res-
onance string method [7][8], the rotation method [9][10]
and the falling-body (FB) method.

Due to the small diameter of the capillary tube, the
capillary viscometer has a high risk of clogging when
measuring high-viscosity liquids. The resonant string
viscometer necessitates the utilization of a long container
in order to facilitate the vibration of the metal wire,
thereby increasing the demand for liquid samples. The
structure of the rotary viscometer is relatively complex
and there is rotary transmission friction. The rotary vis-
cometer requires a great number of components and has
a large volume. It necessitates a considerable quantity
of samples for measurement of liquids, which render it
unsuitable for the viscosity measurement of expensive
liquids.

Compared with the capillary method, the resonance
string method and the rotation method, the FB method
exhibits distinctive advantages. Its structure is simple,
and it is easy to form a closed cavity to carry out vis-
cosity measurements under high temperature and high
pressure.

Development of the FB viscometer can be traced
back to Bridgman [11][12] who used a falling cylinder to
test the viscosity of 43 different fluids under high pres-
sure. Bridgeman pointed out that the viscosity of the fluid
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is positively related to the falling time of the falling cylin-
der. The theory of measuring liquid viscosity using the
FB method has been continuously improved. As the FB
descends, the liquid is displaced, forcing it through the
annular area between the tube wall and the FB. This dis-
placement of the liquid creates considerable resistance to
the FB movement. Lohrenz et al. [13] conducted a the-
oretical analysis of laminar flow in the ring of a FB vis-
cometer and determined the calibration constant of the
viscometer based on the analysis results. Ashare et al.
[14] compared the difference in viscosity measurement
using the FB method between non-Newtonian fluids and
Newtonian fluids and gave an approximate expression
for the viscosity of non-Newtonian fluids. Cristescu et
al. [15] obtained the velocity profiles of liquid flow in
open tubes and closed tubes, simplified the influence of
various parameters of the FB on the fluid flow, obtained
the formula for measuring the viscosity coefficient, and
designed a FB viscometer with an ultrasonic transducer
that measures the falling time of the FB. Gui et al. [16]
obtained the numerical solution of the flow field around
the cylindrical FB, determined the end correction fac-
tor, and gave the relevant equations for the end correc-
tion factor. Irving and Barlow [17] pointed out that when
the diameter of the falling cylinder is less than 93% of
the pipe diameter, the FB will fall eccentrically, resulting
in unstable fall-time measurement. They therefore devel-
oped a high-pressure automatic falling cylinder viscome-
ter using a solid cylinder and a FB with a central hole
adapted to liquids of different viscosities. The falling
time of the FB is measured by a series of detection coils
on the viscometer tube.

In the measurement of viscosity of high-temperature
and high-pressure liquids, the FB method has been
applied often. Průša et al. [18] studied the measurement
of viscosity of liquids of variable viscosity values with a
FB viscometer and derived a modification of the classi-
cal formula for fluids with pressure-dependent viscosity.
The systematic error introduced by the classical formula
in measuring fluids with pressure-dependent viscosity is
analyzed. Bair et al. [19][20] developed a compact and
easy-to-operate viscometer using the FB method. Two
concentric cylinders are used to form a pressure ves-
sel. High temperature conditions are achieved by heating
the air in the gap between the two cylinders. The inner
cylinder and the plug are connected through threads to
form a sealing device. The inner cylinder is connected to
an external pressure-generating device to achieve high-
pressure conditions. This device can be used to mea-
sure the viscosity of lubricants under high-temperature
and high-pressure conditions of 1 GPa and 100◦C. Bair
measured the viscosity of two compressor oils at 1.2
GPa using the same device and provided correlations
between compressor oil viscosity and temperature as

well as between compressor oil viscosity and pressure
[20]. This correlation has broad applicability and can
be generalized to other liquids. Harris [21] designed a
FB viscometer to operate in the pressure range 0.1-400
MPa. A hollow cylinder with a hemispherical surface
was used as the FB, and it was verified through exper-
imental data that the relationship between the calibration
constant (A) of this shape of FB and the gap (c) between
the FB and the cylinder conforms to the dependence
of A∝c−3.

When applying the FB method to measure the vis-
cosity of high-temperature and high-pressure liquids,
two problems need to be solved: the non-contact detec-
tion of the FB position and control of the FB reset for the
next measurement.

The commonly used method for detecting the FB
position is to construct a Wheatstone bridge using two
sensing coils. When the FB passes through the two sens-
ing coils, it will cause an imbalance of the bridge sig-
nal. The imbalance signal is then amplified and shaped
in order to control the opening and closing of the timer.
By measuring the time of the FB passing through the two
sensing coils, the stable speed of the FB and the viscos-
ity of the liquid can be calculated. Harris [21] developed
a high-pressure FB viscometer using this method. Due
to the need to distinguish the unbalanced signals of the
two sensing coils, the inductance change of the two coils
cannot be affected simultaneously during the falling pro-
cess of the FB. Consequently, the distance between the
two sensing coils exceeds 100 mm, which results in a
significant range of motion for the FB, a long detec-
tion period and the necessity for a large amount of liq-
uid sample. Seung-Ho Yang et al. [22][23] developed a
non-contact position sensor based on the change of mag-
netic core position using a single detection coil, but not
for the FB viscometer. When the movable magnetic core
is inserted into the detection coil, the change of the coil
impedance is measured to indicate the change of mag-
netic core position, and the factors affecting the linear-
ity and sensitivity of the sensor are studied. Compared
with the method of using two sensing coils to construct a
Wheatstone bridge to detect the FB position, this method
can make the device more compact by delicately design-
ing the coil size and position. Wang [24] developed a
high-pressure liquid viscosity test system based on the
FB method. However, they do not provide a FB reset
scheme and the system can only measure once. The high-
pressure FB viscometer developed by Bair [19][20] and
Schaschke et al. [25][26] uses the reset method of rotat-
ing the entire pressure vessel by 180◦, which requires a
large space and a considerable length of time for detec-
tion. Due to the large range of movement of the FB, it
cannot be reset by the electromagnetic force of a single
driving coil.
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In order to utilize the electromagnetic force of a sin-
gle energized coil to achieve the FB reset, this paper pro-
poses to use the impedance of a single sensing coil to
detect the position of the FB to reduce the distance of
travel of the FB, that is, to reduce the maximum distance
between the driving coil and the FB. This can also reduce
the length and volume of the sealing cavity. However, it
is necessary to study the ability of a single sensing coil’s
impedance to characterize the position of the FB and its
influencing factors. It is necessary to study the ability of
a single driving coil to attract and reset the FB as well as
the factors that can enhance this ability.

In this paper, the electromagnetic drive and sensing
device of the FB viscometer with a single sensing coil
are studied and optimized. The device to be optimized
comprises a closed stainless steel tube sealed by a plug
within which an iron FB moves. Two coils are wound
externally. One is the driving coil, which is used to con-
trol the reset motion of the FB after energization, and the
other is the sensing coil, which is used to measure the
positional change of the FB. Via finite element simula-
tion, the number of turns, wire diameter and size of the
sensing coil are optimized in order to improve the posi-
tioning ability of the FB. In order to enhance the reset
force obtained by the FB, the distance between the two
coils and the material of the plug are optimized. The fea-
sibility of using the designed device to measure liquid
viscosity is experimentally verified with dimethyl sili-
cone oil of different viscosities.

II. MEASUREMENT PRINCIPLE

The developed FB viscometer device based on elec-
tromagnetic drive and sensing is shown in Fig. 1. It is
expected that the designed device size will not exceed
Φ40 mm*H80 mm. A stainless steel tube and a plug
create a closed chamber filled with the liquid to be
tested. The iron FB moves inside the closed cavity, and
the movement range is the upper and lower limits of
the closed cavity. The upper limit is the base of the
plug, while the lower limit is the base of the cham-
ber. The exterior of the steel tube is wrapped with two
identical-sized coils serving distinct purposes: one for
driving the FB to reset and the other for sensing the FB
position.

The driving coil generates a magnetic field after
being passed through current, which is used to attract
the FB to move vertically upward until the FB reaches
the upper limit to complete the reset of the FB. After the
driving coil is powered off, the magnetic field disappears,
and the FB falls coaxially in the tube under the action of
gravity. When the FB reaches force balance under the
combined action of gravity, buoyancy and viscous force
that increases with speed, the FB’s speed reaches a stable
value vs. The formula for calculating the liquid viscosity

Fig. 1. Schematic diagram of liquid viscosity measuring
device.

η is presented in equation (1) [25]:

η= mg
2πvsh1

(
1−ρliq

ρs

)[
ln r2

r1
− r2

2−r2
1

r2
2+r2

1

]
. (1)

In this equation, r1 is the radius of the FB, h1 is its
length, r2 is the radius of the tube within which the FB is
falling, m is the mass of the FB, ρliq is the density of the
liquid to be measured, and ρs is the density of the FB.
Replacing the stable speed vs of the FB with the mov-
ing distance lt of the FB divided by the falling time t,
equation (1) can be rewritten as:

η=At
(

1−ρliq
ρs

)
. (2)

A is the instrument coefficient, and its expression is:

A=
mg

[
ln r2

r1
− r2

2−r2
1

r2
2+r2

1

]
2πlt ls

.
(3)

It can be seen from equation (2) that the liquid vis-
cosity η is proportional to the time t for the FB to fall
over a fixed distance lt with a stable speed.

It was found through experimental observation that
when the radius r1 of the FB is close to the radius r2 of
the tube, the FB will quickly reach the stable speed vs
in the falling initial stage. Reasonable design of r1 and
r2 can make the acceleration process very short. The FB
can be regarded as falling at a stable speed vs. By mea-
suring the change in the impedance value of the sensing
coil, the falling process of the FB is monitored and the
time difference between the upper and lower limits of the
FB movement is obtained. After calibrating the instru-
ment coefficient A using a standard liquid with known
viscosity, the liquid viscosity to be tested can be calcu-
lated according to equation (2) by measuring the ratio of
the falling time t of the FB.
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In order to achieve more accurate FB position detec-
tion, in section III an electromagnetic finite element
simulation study is conducted to reveal the relationship
between the FB position and the coil impedance with
different coil parameters and FB parameters, and appro-
priate combination of parameters is provided. In order
to increase the reset force and achieve more reliable FB
reset, in section IV the law of electromagnetic force gen-
erated by the driving coil is simulated and studied, the
upper and lower limit positions are designed, and the
material of the plug is optimized.

III. SENSING SCHEME DESIGN

The finite element simulation software COMSOL
was used to conduct a simulation study on the rela-
tionship between the position of the FB and the coil
impedance. A 2D rotational axial symmetry model was
constructed as shown in Fig. 2 (a). The stainless steel
tube’s inner wall r2 = 4 mm, thickness is 5 mm, length
is 100 mm; the FB’s radius r1 = 3.5 mm, height h1 = 20
mm. The coil width WH = 16 mm, the coil thickness is
calculated by the coil width WH, the number of the coil
turns N and the wire diameter d. The distance between
section A-A and the center of the sensing coil is D1 =
30 mm, the distance between the centers of the sensing
coil and the driving coil is D2 = 18 mm, the material
of the FB is pure iron, the relative magnetic permeabil-
ity is set to 300, and the electrical conductivity is set
to 1.12×107 S/m. The relative magnetic permeability of
stainless steel is set to 1.2, and the electrical conductivity
is set to 4.03×106 S/m. The coil material is copper, the
relative magnetic permeability is set to 1, and the elec-
trical conductivity is set to 5.99×107 S/m. The physical
field is a magnetic field. The coil model is set to “uniform
multi-turn”. The number of turns N = 400, and it is the
parameter to be swept. The wire diameter d = 0.25 mm,
and it is the parameter to be swept. The excitation voltage
is set to 5 V. The mesh is set to “Physics Control Mesh”
and the unit size is selected to “Ultra-Fine”. A frequency
domain study is set and the frequency is set to 500 Hz.
The position of the FB is described by the distance S
from the center of the FB to the section A-A. In order to
study the electromagnetic law between the FB position
and the sensing coil regardless of travel distance limit,
in the simulation in section III, the driving coil is set
to “disabled”, the position of the FB is not restricted by
upper and lower limits, and parameterized sweeping can
be performed. A parametric sweeping on the FB position
S is carried out, with a sweeping range of 0∼60 mm and
a sweeping interval of 1 mm. Among them, the magnetic
flux density distributions when S = 0 mm, S = 15 mm,
and S = 30 mm are shown in Figs. 2 (b-d).

The sensing coil is energized and excited due to
the need to measure its impedance. It can be observed

from Figs. 2 (b-d) that the magnetic field generated is
mainly concentrated on the surface of the FB. The FB
at different locations will have a significant impact on
the magnetic flux density distribution. When S = 0 mm,
the distance between the falling object and the sensing
coil is far, and the magnetic field generated by the coil’s
energization excitation has very little impact. When S =
15 mm, as the distance between the FB and the sens-
ing coil decreases, the magnetic field intensity on the
FB increases and the magnetic induction lines become
denser. When S = 30 mm, the FB is located at the center
of the sensing coil, and the magnetic field intensity on the

(a)

(b)

Fig. 2. Continued.
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(c)

(d)

Fig. 2. Magnetic flux density distributions generated
by energizing the sensing coil when measuring the
impedance of the sensing coil: (a) simulation model, (b)
magnetic flux density distribution when S = 0 mm, (c)
magnetic flux density distribution when S = 15 mm, and
(d) magnetic flux density distribution when S = 30 mm.

falling object is the largest among the above three scenar-
ios. As the FB moves toward the coil, it gathers magnetic
flux, causing the inductance and impedance values of the
coil to increase.

When measuring liquid viscosity by monitoring the
impedance change of the sensing coil, the falling process
of the FB can be monitored and the time difference of the
FB falling from the upper limit to the lower limit can be
obtained. The moment when the FB starts to fall at the
upper limit is the moment when the driving coil is pow-
ered off, and the moment when the FB reaches the lower
limit is the moment when the coil impedance value sud-

denly stops changing. Subsequently, parametric sweep-
ing simulation will be used to optimize the number of
the coil turns N, the wire diameter d, the length of the
FB h1, the upper and lower limits of the FB, and the plug
material of the closed tube, to ensure the accuracy of the
falling time measurement and the reliability of reset.

A. Number of turns of sensing coil N
Based on the above simulation model and parame-

ters, the number of turns of the sensing coil N is para-
metrically swept, the sweeping range is 200∼1200, the
sweeping interval is 200, and the law of coil impedance
value Z changing with the change of S is obtained. The
simulation results are shown in Figs. 3 (a) and (b).

(a)

(b)

Fig. 3. Impedance simulation results of different sensing
coil turns N: (a) Z-S diagram for different turns N and
(b) K-S diagram for different turns N.
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In Figs. 3 (a) and (b), the horizontal coordinate is
the position S of the FB. The vertical coordinate of Fig. 3
(a) is the impedance value Z. The vertical coordinate of
Fig. 3 (b) is the slope K of the tangent line at each point
of the Z-S curve, that is, the change rate of Z with S.
It can be observed from Figs. 3 (a) and (b) that there is
a stable and regular correspondence between the posi-
tion of the FB and the impedance of the sensing coil.
There is a part of the Z-S curve where the changes in
coil impedance and position represent an approximately
linear change pattern, which is called the linear zone.
Moreover, the slope of Z-S diagram in the linear region
is the largest, that is, the change rate of the impedance
value of the sensing coil is the largest. It can be observed
from Fig. 3 (b) that in the process of decreasing the rel-
ative distance between the FB and the sensing coil, the
change rate of the impedance value increases first. In
the linear region, the change rate of the impedance value
is basically unchanged, and then the change rate of the
impedance value begins to decrease.

As the number of turns of coil N increases from 200
to 1200, the impedance value Z of the coil increases, the
change of impedance value Z increases, and the slope of
the linear region increases. Because the subsequent liq-
uid viscosity measurement process needs to use a circuit
to detect the coil impedance, in order to facilitate the cir-
cuit design, it is appropriate to use the impedance value
of 50∼100 Ω, and too many turns of the coil will lead to
an increase in the volume of the coil, so the number of
turns N = 1000 is preferred.

B. Wire diameter d
Based on the simulation model and parameters men-

tioned above, the sensing coil’s turns N = 1000 is
set, and the wire diameter d is parametrically swept.
The sweeping parameters are 0.1, 0.25, 0.5 and 1 mm,
and the simulation results are obtained as shown in
Fig. 4.

It can be observed from Fig. 4 (a) that the impedance
value of the sensing coil is the largest when d = 1 mm,
followed by the impedance value of d = 0.1 mm. This
is because the coil resistance value of d = 0.1 mm is
much larger than the resistance value of other wire diam-
eter coils, and the coil reactance value of d = 1 mm is
much larger than the reactance value of other wire diam-
eter coils, resulting in the coil impedance value of these
two wire diameters being larger. It can be observed from
Fig. 4 (b) that the impedance value of the sensor coil
with d = 0.1 mm and d = 0.25 mm has a larger change
rate. The smaller the wire diameter, the easier the wire
is to break, increasing the difficulty of assembly. More-
over, the smaller the wire diameter, the higher the heat
generated in the driving part, the greater the tempera-
ture change, and the greater the influence on the viscos-

(a)

(b)

Fig. 4. Simulation results of sensing coil impedance with
different wire diameters d: (a) Z-S diagram of different
wire diameters d and (b) K-S diagram of different wire
diameters d.

ity measurement results. Therefore, the wire diameter is
optimized to d = 0.25 mm.

C. Dimensions of the FB

The FB height h1 should not be too large, because
the higher the FB, the greater the electromagnetic force
required to reset the FB and the longer the closed cham-
ber. The height of the FB should not exceed 1/4 of the
overall size of the device. The sensing coil’s wire diame-
ter is set to 0.25 mm, and the FB height h1 is parametri-
cally swept. The sweeping range of h1 is 12-20 mm, and
the sweeping interval is 2 mm. The simulation results are
shown in Fig. 5.

It can be observed from Figs. 5 (a) and (b) that as the
height of the FB increases, the change of the impedance
value of the sensing coil increases, and the length of the
linear region also increases, which is conducive to the
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(a)

(b)

Fig. 5. (a) Z-S diagrams of different FB heights h1
and (b) K-S diagrams of different FB heights h1.

measurement of the FB velocity. The height of the FB is
preferably set to h1 = 20 mm.

According to experience, the closer the FB’s radius
r1 is to the radius r2 of the stainless steel tube, the smaller
the stable velocity of the FB, and the longer the mea-
surement time. Therefore, it is necessary to design falling
bodies with different radii according to liquids with dif-
ferent viscosity ranges to ensure that the measurement
time is adequate. The design is as follows: for liquid of
1-20 mPa·s, the FB radius r1 is 3.9 mm; for liquid of
20-50 mPa·s, the FB radius r1 is 3.85 mm; for liquid of
50-100 mPa·s, the FB radius r1 is 3.8 mm.

IV. DRIVING SCHEME DESIGN
A. Upper and lower limit design

Through the simulation mentioned above, the
dimensions of the FB and sensing coil are determined.

Considering the ease of manufacturing and the aesthet-
ics of the device, the drive coil and the sensing coil are
of the same size. A 2D rotational axisymmetric model is
constructed, as shown in Fig. 2 (a), to carry out a simula-
tion study on the electromagnetic force of a FB generated
by the driving coil. Set falling radius r1 = 3.8 mm and
height h1 = 20 mm. Set coil width WH = 16 mm, num-
ber of turns N = 1000, wire diameter d = 0.25 mm, and
coil spacing D2 = 18 mm. Other simulation parameters
are the same as those set in section III. Steady state study
is carried out, current source is used to excite the driving
coil, and the current value is set at 1 A. The paramet-
ric sweeping of position S of the FB is carried out, and
the law of change of the electromagnetic force F with
change of S is obtained. Voltage source is used to excite
the sensing coil and the excitation voltage is set at 5 V.
Frequency domain study is added and the frequency is
set at 500 Hz. The parametric sweeping of the position S
of the FB is carried out, and the law of coil impedance
changing with change of S is obtained. The simulation
results are shown in Fig. 6.

Fig. 6. Upper and lower limits.

It can be observed from Fig. 6 that the electromag-
netic force received by the FB in the process of approach-
ing the driving coil increases first and then decreases, and
there is a maximum force position P. When the FB is
far away from the driving coil or close to the center of
the driving coil, the electromagnetic force FB received
is 0. Therefore, it is most appropriate to set the mov-
ing range of the FB to cover point P. When the FB
approaches the center of the sensor coil, the impedance
value increases. The impedance change rate increases
first and then decreases, and reaches maximum value in
the linear region. When liquid viscosity is measured, the
process of falling is monitored by measuring the change
of the impedance value of the sensing coil, and the time
difference of the FB passing through the upper and lower
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limits is obtained. The moment when the FB begins to
fall at the upper limit is the moment when the driving
coil is powered off, and the moment when the FB reaches
the lower limit is the moment when the coil impedance
value no longer changes. Therefore, it is most appropri-
ate to set the lower limit in the linear region with the
largest impedance change rate. The movement range of
the FB is set as lt = 9 mm, and the position of the upper
and lower limits is shown in Fig. 6.

B. Plug material

A 2D rotation axis symmetric model is constructed
as shown in Fig. 7 (a). Set the FB radius r1 = 3.8 mm and
height h1 = 20 mm. The width of the driving coil and the
sensing coil is set WH = 16 mm, the number of turns N =
1000, and the wire diameter d = 0.25 mm. Other simula-
tion parameters are the same as the simulation parameter
settings in section III. Current source is used to excite the
driving coil, and the excitation current is 1 A. The mesh
is set to “Physical Field Controlled Grid” and the unit
size is selected as “Super Fine”. The plug material is set
to iron and stainless steel, respectively, and a steady-state
study is added. For iron, the relative magnetic permeabil-
ity is set to 300. For stainless steel, the relative magnetic
permeability is set to 1.2. The FB position S1 is para-
metrically swept with a sweeping range of 0-9 mm. The
law of the change of the electromagnetic force F with
the change of S1 is obtained. The simulation results are
shown in Figs. 7 (b-d).

Figures 7 (b) and (c) show the distribution of mag-
netic field generated by the driving coil when plugs of
different materials are at different positions. It can be
seen from Figs. 7 (b) and (c) that, whether it is an iron
plug or a stainless steel plug, the closer the distance
between the FB and the driving coil, the stronger the
magnetic field intensity around the FB. When the FB is
far away from the driving coil, and the bottom surface of
the FB is at the lower limit, whether it is an iron plug or
a stainless steel plug, the maximum magnetic field inten-
sity near the FB is about 0.3 T and, near the plug, the
magnetic field intensity of the iron plug is much higher
than that of the stainless steel plug. When the FB is close
to the driving coil, and the top surface of the FB is at the
upper limit, the magnetic field intensity near the FB and
the plug is significantly higher for the iron plug than for
the stainless steel plug.

Figure 7 (d) shows the electromagnetic force exerted
on plugs of different materials at different positions. It
can be observed from Fig. 7 (d) that when the FB is far
away from the driving coil, and the bottom surface of the
FB is close to the lower limit, whether an iron plug or
a stainless steel plug is used, the electromagnetic force
generated by the driving coil on the FB is similar, and
the iron plug is slightly higher. When the FB is close to

the driving coil, and the top surface of the FB is close to
the upper limit, the electromagnetic force generated by
the driving coil on the FB using an iron plug is signifi-

(a)

(b)

(c)

Fig. 7. Continued.
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(d)

Fig. 7. Electromagnetic simulation results of plug mate-
rial: (a) diagrammatic figure, (b) magnetic flux den-
sity distributions of stainless steel plug, (c) magnetic
flux density distributions of iron plug, and (d) compar-
ison diagram of electromagnetic forces of different plug
materials.

cantly higher than that using a stainless steel plug, which
is consistent with the conclusion obtained about the mag-
netic field strength in Figs. 7 (b) and (c). Therefore, iron
is selected as the material of the plug.

V. EXPERIMENTS
A. Electromagnetic sensing and driving function ver-
ification

The liquid viscosity measuring device is designed
and manufactured according to the parameters deter-
mined by the above simulations. The inner diameter r2
of the stainless steel tube is 4.05 mm and the wall thick-
ness is 5 mm. The number of turns of the driving coil
and the sensing coil is N = 1000, the width WH = 16
mm, and the wire diameter d = 0.25 mm. The center
distance between the sensing coil and the driving coil is
D2 = 18 mm. The thermocouple model used is GG-K-
30-SLE, with an accuracy of 1.1◦C. In order to obtain
a more accurate temperature, a higher precision thermo-
couple, such as the PT100, can be used. The distance
between the thermocouple and the liquid is 10.45 mm.
This distance can be changed by changing the depth dis-
tance of the thermocouple. The cross-sectional view of
the device is shown in Fig. 8. An image of the device is
shown in Fig. 9.

The top of the FB is designed as an arc surface to
prevent the possibility that the top of the FB cannot freely
fall due to a large viscous force after resetting. The bot-
tom of the FB is designed as a conical surface, which is
matched with the bottom of the stainless steel chamber

Fig. 8. Cross-sectional view of the device.

Fig. 9. Image of the device.

to ensure that the movement of the FB in the chamber is
coaxial during each measurement. The height of the FB
h1 is 20 mm. The size of the FB is as follows: for liq-
uids with viscosities 1-20 mPa·s, the radius of the FB r1
is 3.93 mm; for liquids with viscosities 20-50 mPa·s, the
radius of the FB r1 is 3.88 mm; for liquids with viscosi-
ties 50-100 mPa·s, the radius of the FB r1 is 3.79 mm;
for liquids with viscosities 100-1265 mPa·s, the radius of
the FB r1 is 3.72 mm. The FB model diagram is shown
in Fig. 10.

The measuring system is shown in Fig. 11,
which includes the measuring device, the thermocouple,
the measurement circuits, and the computer software.
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Fig. 10. FB model diagram.

Fig. 11. System block diagram.

The microcomputer in the measurement circuits outputs
a DC signal via internal DAC. This DC signal is ampli-
fied by a power amplifier and reaches the drive coil to
generate a magnetic field. The iron plug and the coil
form an electromagnet which generates electromagnetic
force to reset the FB. The impedance detection circuit
outputs the impedance value Z of the sensing coil in real
time, which is collected by the microcontroller through
the ADC to detect the position of the FB. The microcon-
troller sends the collected impedance data to the com-
puter software for further analysis and calculation. A
thermocouple is used to measure the liquid temperature
and display it.

In this experiment, dimethyl silicone oils with dif-
ferent viscosities are mixed in different proportions to
provide 10 kinds of dimethyl silicone oils with different
viscosities as test liquids covering the viscosity range of
9.5-1265 mPa·s. The viscosity of each test liquid is mea-
sured by the standard viscometer SV-10. Liquid #1 and
liquid #2 are taken as experimental samples for show-
ing falling impedance curves and are respectively loaded

into the device for viscosity measurement. The radius of
the FB used is r1 = 3.93 mm. In the experiment, the tim-
ing is started when the driving coil is powered off, and
the impedance value of the sensing coil is recorded at
each moment. The impedance value data and time data
are plotted, and the results are shown in Fig. 12.

Fig. 12. Tested impedance change curves of the sensing
coil during the falling process of the FB when two liquids
are respectively loaded for viscosity measurement.

It can be observed from Fig. 13 that when the FB
falls in two different liquids, the impedance value Z no
longer changes at points A and B, indicating that the FB
has reached the lower limit at these two moments. In
the Z-t curve, when verifying whether the linear region
exists, starting from point A and point B, the program
extracts data of 1/10 of the total falling time of the FB
for verification of the linear zone. The program performs
a linear fit on the data in the linear region. The lin-
ear region fitting results in Fig. 12 are as follows: Z =
0.0019t+55.3553, R2 = 1 and Z = 0.0013t+54.3903,
R2 = 0.9998. The linearity is very good. The correctness
of the detecting scheme of the FB position through the
sensing coil is verified.

Figure 13 shows the curves of the impedance of the
sensing coil changing with time after the driving coil is
energized when the FB is in two different liquids. It can
be observed from Fig. 13 that when the FB is in two dif-
ferent liquids, the driving coil generates electromagnetic
force after the current is passed through the driving coil.
The FB moves upward under the action of electromag-
netic force, liquid viscous force, gravity and buoyancy,
and the impedance value Z decreases. The impedance
value Z of the sensing coil no longer changes at points C
and D, indicating that the FB has been reset to the upper
limit at these two moments. The feasibility of the scheme
of resetting the FB through the electromagnetic force of
an energized coil is experimentally verified.
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Fig. 13. Experimental verification results of the FB reset
scheme.

B. Viscosity measurement results

To obtain the reference viscosity of different liq-
uids, the SV-10 viscometer was used as a reference. The
SV-10 viscometer has a measurement accuracy of ±3%
and a repeatability of 1% in the viscosity range 1-1000
mPa·s. First, the SV-10 sine wave vibration viscometer
was used to measure the viscosity of 10 test liquids at
different temperatures, and a linear function was used
to fit the temperature and viscosity data. The viscosity-
temperature curves of these 10 test liquids in the temper-
ature range 20-35◦C were obtained. Then, the 10 blends
of dimethyl silicone oils were divided into four groups
according to their viscosity, corresponding to the FBs
in the four measuring ranges. Four types of FBs needed
to be calibrated separately. Taking the first group as an
example, the #2 liquid was put into the experimental
device, and the falling time t of the FB was recorded. At
the same time, the temperature of the liquid at this time
was recorded, and the viscosity η of the liquid at this
time through the viscosity-temperature curve of #2 liq-
uid is obtained. Since the temperature does not change
much, it is believed that the density of dimethyl silicone
oil only changes slightly, and 1-ρliq/ρs is a determined
calculated value of 0.8718. The calibration coefficient
A is calculated according to equation (2). An image of
the SV-10 viscometer is shown in Fig. 14, and the fitting
results are shown in Fig. 15. The grouping and resulting
instrument coefficients A are shown in Table 1.

Using the manufactured FB viscosity measuring
device, the viscosity of 10 liquids was measured. The
liquid temperature during measurement was obtained
through the thermocouple, and the viscosity value of the
liquid to be measured at the temperature was obtained
according to the viscosity-temperature fitting curve as
the reference viscosity value ηr. The time t of the FB

Fig. 14. SV-10 sine wave vibration viscometer.

Fig. 15. Viscosity measurements and results of different
initial viscosities at different temperatures.

falling in liquids of different viscosities is measured
through the sensing coil, and the measured value ηm of
the liquid viscosity is calculated according to equation
(2). The movement range of the FB is only 9 mm, which
can make the closed cavity in the stainless steel tube very
small. Only 1 mL of liquid is needed to completely fill
the closed cavity containing the FB. The falling time of
the FB is between 4 and 37 seconds. The falling time
of the FB in each liquid was measured three times and
the average value was calculated. The viscosity was cal-
culated using the FB method formula and recorded in
Table 2. According to Table 2, it can be calculated that
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Table 1: Instrument coefficients
Number 1-ρ liq/ρs r1/mm A/mPa

#1

0.8718

3.93 1.5293195#2
#3 3.88 4.1635895#4
#5 3.79 16.399665#6
#7

3.72 40.345561#8
#9
#10

Table 2: Viscosity measurement results
Liquid

Number

T/◦C ηr/mPa·s t/s ηm/mPa·s Relative

Error

#1 30.3 9.52 7.11 9.483 -0.4%
#2 29.5 17.29 12.56 16.74 -3.2%
#3 30.3 26.14 7.44 27.00 -3.3%
#4 30.2 35.58 9.64 34.99 1.6%
#5 30.1 70.81 4.76 68.07 -3.8%
#6 30.1 81.42 5.54 79.16 2.7%
#7 32.1 149.3 4.44 156.17 4.3%
#8 31.8 442.2 12.81 450.57 1.9%
#9 30.1 653.4 18.72 658.44 0.8%
#10 29.5 1265 36.56 1285.93 1.6%

the average absolute value of the relative error is 0.22%,
and the maximum value is 4.3%. In order to visually dis-
play the error results, the error bar plots for the 10 test
liquids are shown in Fig. 16. It can be observed in Fig. 16
that the error bar length is short, which verifies the accu-
racy of the device.

Fig. 16. Error bar plot of the test results.

VI. HIGH-TEMPERATURE AND
HIGH-PRESSURE TOLERABILITY

ANALYSIS
A. Theoretical analysis of high-temperature toler-
ability

Our measuring system consists of 304 stainless steel
cylinders, two enameled wire electromagnetic coils, an
iron plug, an iron FB and measuring circuit. The stainless
steel cylinder, iron plug and iron FB are in direct contact
with the high-temperature and high-pressure liquid to be
measured. Two electromagnetic coils are placed near the
high-temperature and high-pressure liquid. The measur-
ing circuit is at a distance from the high-temperature
and high-pressure liquid. For general industrial applica-
tions, 304 stainless steel is generally safe to use in the
temperature range up to 800◦C. The Curie temperature
of iron is 770◦C. Within this temperature range, iron
can maintain strong magnetism. The temperature resis-
tance of enameled wire electromagnetic coils mainly
depends on the type of insulating paint used. The tem-
perature resistance grade of ordinary polyester enameled
wire is 130◦C. The temperature resistance grade of mod-
ified polyester enameled wire is 155◦C. The temperature
resistance grade of polyimide enameled wire is 240◦C.
The enameled wire we use can tolerate high temperatures
of 130◦C. Therefore, the working temperature range of
this device can reach 130◦C.

B. Simulation analysis of high-pressure environment
tolerability

Simulation verification of pressure resistance capa-
bility of the developed closed chamber device for mea-
suring liquid viscosity was carried out with COMSOL
software. A 2D rotational axial symmetry model is con-
structed, as shown in Fig. 17 (a). Model dimensions
are the same as those in section IV, part B. The closed
cavity material is stainless steel whose density is 7850
kg/m3, Young’s modulus is 200 GPa, and Poisson’s ratio
is 0.3. Solid mechanics was chosen as the physics field.
The model is set to linear elastic material. Wherein,
the density, Young’s modulus and Poisson’s ratio are
all determined by “from material” option. The outer
boundary of the model is set to “free”, and boundary
loads are added to the inner boundary of the model.
The load diagram is shown in Fig. 17 (b). The pres-
sure is the parameter to be swept, the bottom bound-
ary of the model is set as a fixed constraint, and the
“rigid body motion suppression” condition is added to
the entire model. The mesh is set to “Physics Control
Mesh” and the unit size is selected to “Ultra-Fine”. A
steady state study is added, the pressure sweeping range
is 10∼100 MPa, and the sweeping interval is 10 MPa.
The sweeping simulation results of the deformation and
stress distribution of the device under different loads
are obtained, as shown in Figs. 17 (c) and (d). The
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inner boundary stress distribution results are shown in
Fig. 17 (e).

It can be observed from Figs. 17 (c) and (d) that as
the boundary load increases, the stress of the sealed cav-

(a)

(b)

(c)

Fig. 17. Continued.

(d)

(e)

Fig. 17. Closed cavity pressure simulation: (a) simulation
model, (b) boundary load diagram, (c) device deforma-
tion and stress distribution under 30 MPa load, (d) device
deformation and stress distribution under 100 MPa load,
and (e) internal surface stress distribution.

ity device increases. Under a load of 30 MPa, the max-
imum stress of the device is 65.7 MPa. Under a load
of 100 MPa, the maximum stress of the device is 219
MPa. It can be observed from Fig. 17 (e) that there is a
large stress concentration at the intersection of the inner
boundary cylindrical surface and the conical surface (at
l = 5 mm). On the cylindrical surface, the stress distri-
bution is relatively uniform, and the stress on the cylin-
der surface is roughly the same as the stress at the inter-
section. When the boundary load increases to 100 MPa,
the stress on the device may be greater than the allow-
able stress of the adopted 304 stainless steel, whose yield
strength is 205∼215 MPa. Therefore, the device can tol-
erate liquid pressure of 100 MPa.

VII. CONCLUSION

This paper proposes a FB-based device for mea-
suring liquid viscosity in a closed cavity with simple
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structure, small size, small amount of sample required,
and fast FB reset speed. It includes a stainless steel
closed tube with an iron FB, an iron plug, one driv-
ing coil, and one sensing coil. Through electromagnetic
finite element simulation, the characterization ability of a
single sensing coil impedance on the position of a FB and
its influencing factors are studied, and the ability of a sin-
gle driving coil to attract and reset a FB and its enhance-
ment factors are studied. Dimethyl silicone oil viscos-
ity measurement experiments are carried out to prove the
feasibility of the designed device. The following conclu-
sions can be obtained.

(1) There is a stable correspondence between the
position of the FB and the impedance of the sensing coil;
there is a region where the coil impedance and position
show an approximately linear change pattern. Via elab-
orative size design, the lower limit of the FB’s motion
is set in this linear zone, so that the moment when the
FB reaches the lower limit point can be accurately deter-
mined, and then the time difference method can be used
to conveniently and accurately measure the steady speed
of the FB.

(2) As the number of turns of the sensing coil
increases and the wire diameter decreases, the coil
impedance value and its variation increase, which is ben-
eficial to determining the moment when the FB reaches
the upper and lower limit positions. As the height of
the FB increases, the change in the impedance of the
sensing coil increases, and the length of the linear zone
also increases, which is beneficial to the detection of the
moment when the FB moves to the lower limit point.

(3) The electromagnetic force received by the FB
when approaching the driving coil first increases and
then decreases, and there is a maximum force posi-
tion. Designing the movement range of the FB to make
this range cover this point and setting the plug material
to iron can make the FB gain greater electromagnetic
attraction force and ensure its successful reset.

(4) Based on the simulation results, a FB viscosity
measuring device is produced. Experiments have veri-
fied that a single driving coil can reliably reset the FB,
and a single sensing coil can measure the position of the
FB and characterize the liquid viscosity. The size of the
closed cavity is very small, and the moving distance of
the FB is only 9 mm. For dimethyl silicone oil with a vis-
cosity range of 9.5-1265 mPa·s, only 1 mL of liquid sam-
ple is needed to measure the viscosity. The average abso-
lute value of the relative measurement error is 0.22%,
and the maximum value is 4.3%.
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Abstract – This research investigates a multi-resonant
frequency selective surface (FSS) structure with convo-
luted meander line. An equivalent circuit analysis was
conducted in three different 10×10 array structures hav-
ing 200 mm × 200 mm size with 10 mm × 10 mm
unit cell. The simple plus structure achieved a single res-
onant frequency of 10 GHz at −27 dB, dual frequen-
cies of 4.6 GHz at −22 dB and 11.6 GHz at −28 dB
while increasing the length of meander lines to three
turns. By adding an extra six turns for a total of nine
turns, the structure achieved three resonant frequencies
of 3.4G Hz at −28 dB, 10.6 GHz at −22 dB and 16 GHz
at −20 dB. The polarization insensitivity and transmis-
sion coefficient in transverse electric (TE) and transverse
magnetic (TM) modes has been validated with the equiv-
alent circuit model (ECM) and tested with measurement
also. The result demonstrates that the proposed FSS can
be applied for WiMax, X and Ka-band wireless commu-
nication and radar systems applications.

Index Terms – Convoluted meander line, frequency
selective surface, polarization insensitivity, transmission
coefficient, wireless communications.

I. INTRODUCTION

Frequency selective surfaces (FSS) have emerged
as a key technology in various fields of electromag-
netic wave engineering due to their ability to selec-
tively control the transmission and reflection of elec-
tromagnetic waves at specific frequencies [1–3]. How-
ever, they might not fully address real-world problems
such as difficulty in fabrication, scaling concerns and
performance constraints in particular scenarios. Meander
line structures have been widely used in FSS design to
achieve multi-resonant behavior [4–6], further improved
by using convoluted meander lines. These works might
not include in-depth analyses of constrained bandwidth,
sensitivity to environmental changes and challenges in
attaining desired resonant behavior over a broad fre-
quency range. Convoluted meander line structures dif-
fer from traditional meander lines by incorporating folds

or curves. Polarization insensitivity as a result of the
uneven composition has been reported in [7] and shows
angular stability under transverse electric (TE) and trans-
verse magnetic (TM) modes from 0◦ to 80◦ with a min-
imum frequency deviation of less than 1% but at lower
frequency band from 1 to 2 GHz only. FSS structures
having conductive path extension and higher inductance
value has been proposed for 5.5 GHz WLAN applica-
tions [8]. References [9–11] demonstrate the approach
to enhance the resonant behavior of FSS to operate at
multiple frequencies.

Many researchers have proposed the different types
of convoluted meander line structures, such as zigzag
[12–14], serpent [15–17] and square convoluted mean-
der lines [18, 19]. These studies examined the resonant
characteristics of FSS structures based on convoluted
meander lines, and designed and analyzed three different
convoluted meander line structures, each with increas-
ing numbers of turns, to explore their resonant behavior.
The equivalent circuit model (ECM) was used to obtain
inductance and capacitance values for each structure,
providing insights into the underlying physics [20–22].
These results demonstrated the potential of convoluted
meander lines for achieving multi-resonant frequency
behavior in FSS, with potential applications in numer-
ous fields [23–25]. Recent advancements in FSS technol-
ogy have led to the development of new structures with
improved performance. For instance, the use of fractal
geometries has been shown to enhance the bandwidth
and polarization selectivity of FSS structures [26–28].
Similarly, the incorporation of metamaterials has enabled
the design of FSS structures with unique characteris-
tics like inverse refraction index and complete absorption
[29–31]. However, the use of convoluted meander lines
remains an attractive option due to its simplicity and
versatility. The structures can be easily fabricated using
standard photolithography techniques, and their perfor-
mance can be easily optimized by adjusting the quan-
tity of rotations and the distance between meander lines
[32–34]. Moreover, the resonant behavior of convoluted
meander line FSS structures can be further enhanced
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by incorporating additional elements such as slots and
patches [35–37].

These elements can introduce flexibility in the
design process, resonant frequencies and bandwidths
variation. In summary, convoluted meander line struc-
tures have emerged as a promising approach for achiev-
ing multi-resonant behavior in FSS structures. Minia-
turization is one of the reasons to overcome these con-
straints, especially with regard to unit cell size [7].
Smaller unit cells in FSS and meander line architectures
are frequently preferred for a variety of uses, including
integrated microwave components or compact antenna
designs. It is difficult to achieve miniaturization with-
out sacrificing performance. At smaller scales, fabrica-
tion techniques might find it difficult to produce exact
features, which would raise complexity and cost. Reduc-
ing the size of unit cells can also bring additional elec-
tromagnetic phenomena that influence the behavior of
the device, for impacts of surface roughness or height-
ened sensitivity [8] to surrounding objects or substrate
qualities. Proposing new fabrication methods that are
optimized for miniaturization and creative design strate-
gies that lessen the effects of environmental influences
are crucial. Overcoming these obstacles advances our
knowledge of FSS and meander line topologies while
also paving the way for more reliable and useful applica-
tions across a range of industries.

A compact single-layer bandstop FSS with good
angular and resonant stability is presented in [38]. In
contrast, [39] introduces a single-layer band pass FSS
that resonantly covers the entire X-band (8-12 GHz) with
good polarization and angular stability, thanks to tunable
filter elements. The smaller size of the unit cell [39] may
prevent it from providing a solution as compact, and it
does not emphasize the miniaturization. Reference [40]
suggested downsized double stop-band FSS for WLAN
was built on the cross-zigzag loaded line and internal
branches of a ring patch.

Hexagonal split-ring 2.5-dimensional unit cell is
suggested in [41] for applications involving FSS. A
metallic structure that has a dual-bandstop feature and
a convoluted meander line incorporated cross dipole is
presented in [42]. The fabrication of microwave com-
ponents has made use of various additive manufactur-
ing (AM) techniques and those are discussed in [43]. A
compact single-layer bandstop FSS with good angular
and resonant stability is presented in [44]. A novel tri-
band complementary frequency selective surface (CFSS)
with a conventional geometry made up of double con-
centric rings was proposed by the authors in [45]. FSS
with gain improvement is included in an efficient ultra-
wideband (UWB) cyclic monopole antenna, as reported
in [46]. In [47] the grating lobes are used for miniatur-
ization and create a reduced single-layer FSS operating

at 2.6 GHz. Using square loop, ring loop and cross dipole
structures on a single layer, two small dual-band FSS
structures [48] and a tri-band FSS [49] and low-profile
tri-band bandpass FSS using two-dimensional repetition
of a unit cell with four apertures [50] are detailed for the
investigation of angle variation.

In this research article, we presented a novel minia-
turized tri-band FSS featuring meander lines. We pro-
posed the design and analysis of three different FSS
structures, each exhibiting a resonant frequency that
varies as the convoluted meander line’s length and turns
are adjusted. To illustrate our approach, we introduce
the suggested FSS arrangement along with unit cell
schematic and an equivalent circuit. Miniaturization has
been achieved with a unit cell having dimensions 10 mm
× 10 mm. The characteristics of structure have been
evaluated with different polarizations and angles of inci-
dence of the planar wave. After many trials, three struc-
tures have been chosen and the optimized FSS 3 struc-
ture is proposed to a wide range of WiMax, X-band
and Ka-band wireless communications and radar sys-
tem applications that use FSS to reflect, absorb or trans-
mit electromagnetic waves, which improve radar effec-
tiveness in applications such as surveillance, navigation
and target detection. The FSS’s polarization insensitivity
and high transmission coefficient highlight its potential
for a wide range of communication and radar applica-
tions, displaying versatility and performance across mul-
tiple frequency bands. This analysis aims to evaluate the
effectiveness and performance of the proposed FSS 3.

The uniqueness of our proposed work has been
listed here.

• Multi-resonant FSS with convoluted meander lines
• Design evolution for miniaturization
• Equivalent circuit model analysis
• Tri-band resonant behavior: At 3.4 GHz, 10.6 GHz

and 16 GHz. This tri-band behavior is a signifi-
cant advancement, offering versatility for applica-
tions requiring operation across multiple frequency
bands.

• Stability and polarization insensitivity
• Compact and cost-effective design.

II. DESIGN EVOLUTION

The meander line length from FSS 1 to FSS 3 has
been decided based on the change in resonant frequency
which in turn depends on the inductance and capaci-
tance values. The turns in the meander lines have been
increased to alter the electrical characteristics at multi-
ple frequencies simultaneously, as demonstrated by the
tri-band behavior in FSS 3. The other parameters like
meander line length and slot are obtained by equations
(1) and (2).
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The design process from FSS 1 to FSS 3 with change
in turns number has been depicted in Figs. 1 (a-c). The
design has been fabricated on a FR4 substrate having
thickness of 1 mm, permittivity of 4.3 and loss tangent
of 0.02 to be cost-effective compared to Roger mate-
rial which was used by most of the researchers in the
literature. The permittivity of 4.3 gives precise elec-
trical resistance to successfully manipulate electromag-
netic waves inside the structure, and low loss tangent of
0.02 guarantees the signals pass with minimal loss. A
magnetic susceptibility of 1 signifies the substrate’s non-
responsiveness to magnetic fields, which simplifies the
process of designing and analyzing the FSS structure.

For conducting simulations, the CST Microwave
Studio simulation tool is used for employing periodic
boundary conditions based on Flouquet’s method. First,
FSS 1 is designed in a plus-shaped structure as shown
in Fig. 1 (a) that results in single resonant frequency.
To improve the performance of the structure to multi-
band, FSS 1 has been extended with an L-shaped slot
connected at each end of the plus structure and thereby
increasing the meander line with three turns as depicted
in Fig. 1 (b). To examine the connection between mean-
der line length and resonant frequency, we incorporated
two more L-shapes as meander lines with six turns, as
presented in Fig. 1 (c).

The transmission characteristic of FSS 1 resonates at
10 GHz and dual resonant frequency was observed from
the FSS 2 structure at 4.7 GHz and 11.6 GHz as shown in
Figs. 2 (a) and (b). With a meander line length increase,
due to inductive reactance variation, the FSS 3 structure
exhibits tri-band resonant transmission characteristics at
3.4 GHz, 10.6 GHz and 16 GH as shown in Fig. 2 (c).
The shift in resonant frequency for the additional slot
introduced has been compared in Fig. 2 (d). The opti-
mum dimensions of unit cell were chosen after many tri-
als and based on defined formulas. They are p=10 mm,
l=4.6 mm, W=0.3 mm and Ws=0.7 mm, with a unit
cell free space wavelength of 0.038λ. The dimensions of
a single-layer FSS having convoluted meander line FSS
design has been calculated using equations (1) and (2).
Each unit cell is composed of 10 metallic strips featuring
nine turns with length decided by:

ML = 2L 1 +2L2 +2L3 +2L4 +2L5. (1)
The slots dimension is given by:

Ms = 2slot1 + 2slot2 + 2slot3. (2)
The stability of the proposed FSS 3 is investigated in

terms of its polarization as shown in Fig. 3. For the FSS
3 structure, the signal transmission efficiency has been
analyzed for 0◦ to 45◦ θ and φ values at both TE mode
and TM mode. It proves good stability with 0% shift in
frequency at triple band having 3.4 GHz, 10.6 GHz and
16 GHz resonant frequencies at both TE mode and TM
mode for different polarizations. The resonance is main-

(a)

(b)

(c)

Fig. 1. FSS structure design: (a) FSS 1, (b) FSS 2, and
(c) FSS 3.
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(a)

(b)

(c)

Fig. 2. Continued.

(d)

Fig. 2. Transmission properties: (a) FSS 1, (b) FSS 2, (c)
FSS 3, and (d) comparison of all structures.

tained across all four values of φ , with the transmission
coefficients being −28 dB, −21.5 dB and −20 dB for
the three bands, respectively. In Figs. 3 (c) and (d), the
proposed FSS 3 is examined for vertical and horizontal
polarizations, respectively.

When the angle of incidence θ is 0◦ for vertical
polarization, FSS 3 displays a tri-band with 0% shift. At
θ=15◦, there is a 0.2% shift in the resonant frequency at
16 GHz, which changes to 15.8 GHz at −19 dB. Sim-
ilarly, at θ=30◦, the resonant frequency shows a 0.2%

(a)

Fig. 3. Continued.
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(b)

(c)

(d)

Fig. 3. Transmission co-efficient of single-layer FSS 3
with various φ and θ: (a) and (c) TE mode and (b) and
(d) TM mode.

shift, resulting in a value of 15.6 GHz at −15 dB. How-
ever, at θ=45◦ there is no shift, and the resonant fre-
quency remains the same as that at 30◦.

For horizontal polarization at θ=0◦, there is a 0%
shift in all three resonant frequencies. At θ=15◦, there
is no change in the first and second resonant frequencies,
but there is a 0.2% shift in the return loss at 16 GHz from
−20 dB to −19.8 dB. At θ=30◦ and θ=45◦, there is a
0% shift in the 3.4 GHz resonant frequency, while there
is a 0.1% shift in the return loss of the 10.6 GHz reso-
nant frequency from −21.7 dB to −20.1 dB. The return
loss for 16 GHz resonant frequency shifts from −20 dB
to −15 dB, but the resonant frequency remains stable at
16 GHz.

III. EQUIVALENT CIRCUIT MODEL

Monitoring the electric and magnetic field distribu-
tions is an important task throughout the development
process of FSS structures. Particularly, the electric field
distribution holds significant value as it reflects the con-
servation of energy within the unit cell. Analyzing this
electric field distribution enables the identification of the
resonant frequencies of the FSS configuration. To design
these resonances effectively, an equivalent LC resonant
circuit can be employed, which can be applied in addi-
tion to transmission line section, especially when dealing
with convoluted meander line structures. This method is
highly effective in determining resonant frequencies of
FSS structures, which is vital for optimizing their perfor-
mance. Furthermore, studying the distribution of electric
and magnetic fields can lead to a better comprehension of
the behavior of FSS structures, which in turn can enhance
their design and performance.

Figure 4 (a) shows the simulated electric field distri-
bution of 2×2 unit cell array. From the figure it is under-
stood that the field distribution is of higher strength at the
vertical end of the plus slot rather than at the center. The
electric field distribution of FSS 1 displays a strong con-
centration of charges at both the top and bottom edges,
resulting in a dominant capacitive effect.

Figure 4 (b) displays the ECM of an individual layer
FSS unit cell as the series LC resonator having free space
wave impedance, Z0 = 377 Ω. The inductance L repre-
sents the metallic strip and the coupling between strips
represents the capacitance C. Figure 4 (c) shows the com-
parison of transmission coefficient at 10 GHz for full
wave analysis and equivalent circuit model analysis hav-
ing lumped parameters L1= 0.679 nH and C1 = 0.37 pF.
The ability of signal propagation is slightly higher in
simulation than the ECM model but no shift in resonant
frequencies was observed.

This analogous circuit model-series LC resonator is
used to represent the basic behavior of the FSS. The reso-
nant behavior of the FSS at particular frequencies and the
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(a)

(b)

(c)

Fig. 4. (a) Electric field distribution at 10 GHz, (b) ECM
circuit, and (c) Comparison between full wave and the
ECM analysis of FSS 1.

relationship that exists between the external electromag-
netic fields and the FSS structure has been derived from
this circuit. The relationship between the circuit param-
eters and the proposed FSS parameters is outlined based
on [51]:

C α ε0 (1 + εr)
Lslot

π
Ln

⎛
⎝ 1

sin
(

πg/
zLslot

)
⎞
⎠ , (3)

Lα μ0
Lline

2π
Ln

⎛
⎝ 1

sin
(

πw/
zLline

)
⎞
⎠ . (4)

The impedance ZFSS of the ECM can be obtained
by calculating the sum of the dimensions of the mean-
der lines (Lline) and the dimensions of the meander slots
(Lslot ).

ZFSS =(
jωL1 +

1
jωC1

) (
jωL2 +

1
jωC2

)
+

(
jωL3 +

1
jωC3

)
jω (L1 + L2 + L3) +

1
jωC1

+ 1
jωC2

+ 1
jωC3

,

(5)
where ZFSS is ECM’s impedance equivalent. Utilizing
the tenets of wave propagation, the transmission factor
of the novel ECM can be determined through the subse-
quent calculation:

T (ω) =
2ZFSS

2ZFSS + Z0
. (6)

By examining the equivalent circuit, we can deduce
that when ZFSS = 0 Ω, three transmission zeros are
present, and when ZFSS = ∞, one transmission pole
exists. Equation (7) can be utilized to calculate the fre-
quencies of these zeros and poles:

ω1zero =
1√

L1 C1
;ω2zero =

1√
L1 C1 +

√
L2 C2

, (7a)

ω3zero =
1√

L1 C1 +
√

L2 C2 ++
√

L3 C3
, (7b)

ωpole =

√
(C1 + C2 + C3 )

(L1 + L2 + L3 ) (C1 + C2 + C3 )
. (7c)

The electric field distribution of two parallel LC
sections as a result of convoluted meander lines addition
has been analyzed in Fig. 5. The electric field distribution
of the resultant FSS 2 structure exhibits a greater concen-
tration of charges at the edges of the convoluted meander
lines in comparison to FSS 1, as displayed in Fig. 5 (a).

Unlike in FSS 1, all four ends of the plus slot
have been charged equally with electric fields due to
additional L slots in the form of convoluted meander
lines. The ECM and comparison of transmission behav-
ior between the ECM and full wave simulation are dis-
played in Figs. 5 (b) and (c), respectively. The calcu-
lated and simulated optimum LC values are: L1=4 nH
and C1=0.29 pF, L2=0.2 nH and C2=0.94 pF. The trans-
mission behavior is similar to FSS 1 at 4.6 GHz and
11.6 GHz dual resonant frequency.

FSS 3 has been analyzed at 3.4 GHz, 10.6 GHz
and 16 GHz resonant frequencies as shown in Fig. 6.
The derived LC values for the meander lines having
higher number of turns are: L1=4 nH and C1=0.55 pF,
L2=0.55 nH and C2=0.41 pF, and L3=0.5 nH and
C3=0.196 pF. The combination of three different induc-
tances and capacitances were connected in parallel, as
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(a)

(b)

(c)

Fig. 5. (a) Electric field distribution at 4.6 GHz and
11.6 GHz, (b) ECM circuit, and (c) Comparison between
full wave and the ECM analysis of FSS 2.

illustrated in Fig. 6 (b), was simulated and compared
with the full-wave simulation of FSS 3 behavior pre-
sented in Fig. 6 (c).The comparison shows strong agree-
ment between simulation and ECM analysis with no shift
in frequency at three resonant frequencies.

It is important to note that these parameters are spe-
cific to the circuits proposed in the respective figures
mentioned above. Figures 4, 5 and 6 indicate that a single
resonant frequency of 10 GHz can be demonstrated by a

(a)

(b)

(c)

Fig. 6. (a) Electric field distribution at 3.4 GHz,
10.6 GHz and 16 GHz, (b) ECM model, and (c) Compar-
ison of full wave and ECM model transmission of FSS 3.
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single plus structure (FSS 1) and with increase in mean-
der line length by three turns, a dual resonant frequency
is achieved at 4.6 GHz and 11.6 GHz. Subsequently, the
FSS 3 structure, which includes an additional six turns in
the meander lines, achieves tri-band resonant frequencies
at 3.4 GHz, 10.6 GHz and 16 GHz.

IV. MEASUREMENT ANALYSIS OF
RESULTS

Measurements entail the usage of two wide-range
horn antennas along with a vector network analyzer with
the proposed FSS prototype at the center point between
two horn surfaces as shown in Fig. 7 (a). The single-
layer FSS created to demonstrate the simulated perfor-
mance has been fabricated with 200 mm × 200 mm
size as shown in Fig. 7 (b), accompanying an assem-
bly of 20×20 individual unit cell. The unit cell of fab-
ricated single-layer FSS for 10 mm × 10 mm is shown
in Fig. 7 (c).

The measured TE and TM mode transmission coef-
ficient for θ value from 0 to 45 degree in a 15-degree
increased step size has been plotted in Figs. 8 (a) and (b),
respectively. A multi-frequency reaction is observed with
an augmentation in meander lines, and the points of zero
transmission remain unwavering across different angles
of incidence for both TE and TM mode polarizations,
aligning through exhaustive wave simulations. Polariza-
tion insensitivity has been achieved for angle variation at
multi frequency and proved through measurement. The
discrepancy of 5 dB between the calculated and simula-
tion results for the proposed three types of FSS is due to:

i) The ECM as a set of lumped circuit elements may
not fully capture the intricacies of the actual elec-
tromagnetic interactions.

ii) Assumptions made in developing the ECM, such as
neglecting mutual coupling between adjacent unit
cells or ignoring edge effects, can lead to inaccura-
cies in the calculated results.

iii) Variations in fabrication tolerances, material prop-
erties or environmental conditions.

For easy understanding, the simulated and mea-
sured TE mode results of frequency shift for polariza-
tion insensitivity have been compared for an angle range
from 15◦ to 45◦ as shown in Table 1. We observed zero
frequency in simulation for all three resonant frequencies
and this shift changes up to 0.2% in measurements. Simi-
larly, the transmission coefficient has gained shift at third
resonant frequency for all angle values and no change for
the remaining two resonant frequencies.

The other notable achievement of this proposal,
miniaturization, has been evidently compared with other
similar FSSs having a single-layer for three band appli-
cation as in Table 2. It is noticed that the frequency

(a)

(b)

(c)

Fig. 7. FSS 3 structure: (a) measurement set up, (b) fab-
ricated prototype, and (c) unit cell.

change with respect to θ angle is negligible at 0.2%, and
happens at 45 degrees with size reduction of about half
in both length and width of FSS as compared to [50] and
[45] given in Table 3.

The proposals in [50], [49] and [45] achieved three
bands with a single layer, but with higher size which is
more than twice compared to our design. In contrast, [47]
shows smaller unit cell diameters than the others but with
a single band. These dimensions differ greatly amongst
references, reflecting different designs and applications.
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(a)

(b)

Fig. 8. Measurement of transmission coefficient of FSS 3
using network analyzer: (a) TE mode and (b) TM mode.

Table 1: Comparison of simulated and measured results
for TE mode

Degree Simulated Measured

Transmission Coefficient (dB)
15 −28 @ 3.4 GHz −20 @ 15.9 GHz
30 −21 @ 10.6 GHz −15 @ 15.8 GHz
45 −20 @ 16 GHz −15 @ 15.8 GHz

Shift in Frequency (GHz)
15 No shift 0.1% @ 15.9
30 0.2% @ 15.8
45 0.2% @ 15.8

This shows the newness of our work having tri-band
application aimed at compactness.

V. CONCLUSION

In this study, a miniaturized approach of FSS struc-
ture having single layer and periodicity of 10 mm2 for
triple band wireless application has been presented. To
achieve the desired performance, the convoluted struc-
ture based on meander lines was fabricated in FR4 sub-

Table 2: Parametric comparison with other works
Ref Thickness

(mm)

εr Layer Band θ shift

(%) & (◦)

[38] 1 4.4 2 2 0.9 & 60
[39] 1 4.4 2 1 0.8 & 60
[40] 0.4 4.4 1 2 2.2 & 85
[41] 0.125 2.7 1 1 6.93 & 45
[42] 1 4.3 1 1 6 & 60
This

Work

1 4.4 1 3 0.2 & 45

Table 3: Unit cell size and bands comparison with other
works

References Number of

Bands

Number

of Layers

Size (mm2)

[50] 3 Single 20.6 × 20.6
[47] 1 Single 9.45 × 9.45
[48] 2 Single 11.2 × 11.2
[46] 1 Single 30 × 30
[49] 3 Single 24 × 22
[45] 3 Single 24 × 24

This Work 3 Single 10 × 10

strate having well-defined dielectric properties and mag-
netic permeability. The proposed FSS in three versions
has been simulated for single, dual and triple band reso-
nant frequency. FSS 3 for triple band has been fabricated
at 200 × 200 mm as an assembly of 20×20 individual
unit cells. The structure exhibited tri-band resonance at
3.4 GHz, 10.6 GHz and 16 GHz, with a shift of 0% in
frequency for both TE and TM mode, proving its stabil-
ity for different polarizations. The resonance was main-
tained across all values of φ , with transmission coeffi-
cients being −28 dB, −21.5 dB and −20 dB for the three
bands, respectively. FSS 3 was also examined for vertical
and horizontal polarizations, and it was found that it had
good stability for different angles of incidence θ. This
paper demonstrates that the proposed FSS structure can
be utilized for various applications in the field of wireless
communications.
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Abstract – Densely populated areas are usually exten-
sively exposed to the emission of electromagnetic fields
(EMFs) that is primarily caused due to extensive use
of wireless telecommunication technologies, particularly
those providing mobile phone communication services.
Consequently, observation and control of EMF levels in
human surroundings have great importance in terms of
human health and environmental protection. Particular
efforts have to be devoted to EMF investigation in highly
sensitive areas, where people can stay for quite long peri-
ods, such as university campuses. This paper brings the
results of 2023 EMF monitoring campaign, performed
over the University of Novi Sad campus for the third
time, comparing them with EMF results obtained in pre-
vious 2012 and 2018 campaigns. Having in mind the
emergence of new 4G Long Term Evolution (LTE) base
stations in the campus, during 2022, a special focus of
the 2023 campaign was on the inevitable increase of field
levels, because of the contribution of 2G/3G/4G mobile
communication technologies to human EMF exposure.
Despite the expected increase of the field levels, obtained
values were still significantly lower than the minimal ref-
erence levels, prescribed by the Serbian legislation.

Index Terms – broadband measurement, continuous
monitoring, EMF, exposure assessment.

I. INTRODUCTION

Exposure to electromagnetic field (EMF) radiation
has become one of the major environmental concerns,
considering continuous increase of a number of artifi-
cial EMF sources in surroundings. Among them, base
stations (BSs) of new generations of mobile phone
communication technologies are the most pronounced.
Consequently, the investigation of EMF, thorough the

long-term monitoring and control of its levels in the envi-
ronment, is of a great importance.

In line with that, particular efforts have to be paid
to EMF level measurements, as well as corresponding
exposure assessment of population, in highly sensitive
zones with long-term stay of people, as suggested by
the World Health Organization [1]. University campuses
are certainly highly sensitive areas, having in mind the
high concentration of people in them, almost every day.
Therefore, some scientific studies have been devoted to
EMF investigation in those areas, performing short- and
long-term stationary measurements in broadband or band
selective frequency ranges [2–7].

Regarding the University of Novi Sad campus area,
in the Republic of Serbia, the first broadband EMF mon-
itoring campaign was conducted in 2012 [8], where 4-
hour monitoring of the high-frequency electric field (E-
field) was performed at 10 most crowded locations in
the campus. Narda NBM-550 instrument with broad-
band E-field probe EF 0691 was used, covering a fre-
quency range from 100 kHz to 6 GHz [9, 10]. The
second monitoring campaign was carried out in 2018
[11], at the same locations and with usage of additional
instruments (Wavecontrol SMP2) and its WPT broad-
band E-field probe designed to cover frequency ranges of
2G/3G/4G mobile communications services – from 700
to 2600 MHz [12, 13]. The 2023 campaign included also
a third measuring instrument, the Narda SRM 3006 spec-
trum analyzer, to perform frequency selective scanning
of EMF content, in the frequency range from 420 MHz
to 6 GHz [14].

This paper brings comparative presentation of the
three EMF campaigns and discusses the results acquired
so far. Particular attention is devoted to the analysis of
the contribution of mobile communication technologies
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to EMF exposure in the campus, considering their domi-
nant presence in this area.

II. MATERIALS AND METHODS

Detailed information about the measuring procedure
applied in the first two EMF monitoring campaigns, as
well as descriptions of the selected locations in the cam-
pus, are given in [8, 11]. The same measuring procedures
were applied in the 2023 campaign, at the same loca-
tions, as listed in Table 1 and marked with yellow trian-
gles in Fig. 1.

Table 1: Campus locations for EMF monitoring
Location Description

Location 1 in front of the Rectorate building
Location 2 in front of the Faculty of Agriculture
Location 3 the square surrounded by three Faculty

buildings
Location 4 entrance into the campus
Location 5 in front of Students’ Cultural Center

(former student cafeteria)
Location 6 in the vicinity of Novi Sad Business

School and Student Sports Centre
Location 7 at the most frequented traffic crossroad
Location 8 between two students’ dormitories
Location 9 in front of the entrance of a main

student cafeteria
Location 10 the square in front of the Faculty of

Technical Sciences

Regarding the measuring equipment used in mon-
itoring campaigns, a list of instruments is provided in
Table 2.

Table 2: Measuring equipment used in campaigns

Campaign
Measuring Equipment

NBM-550 SMP2 SRM 3006

2012 Yes No No
2018 Yes Yes No
2023 Yes Yes Yes

Broadband field meters NBM-550 and SMP2 were
used for 4-hour continuous EMF monitoring of E-field
strength. Technical parameters of the field probes are
shown in Tables 3 and 4.

Table 3: Broadband electric field probe EF 0691 [10]
Parameter Value

Frequency range 100 kHz to 6 GHz
Measurement range 0.35 V/m to 650 V/m

Linearity ± 0.5 dB (2 to 400 V/m)
Frequency sensitivity ± 1.5 dB (1 MHz to 4 GHz)

It should be highlighted that the WPT field probe
performs broadband EMF monitoring, acquiring the
EMF contribution from four frequency ranges dedicated
for 2G/3G/4G mobile phone services, as given in Table 4.

Table 4: Mobile phone services’ field probe WPT [13]
Parameter Value

Frequency ranges 700 MHz to 900 MHz
1800 MHz to 1900 MHz
2100 MHz and 2600 MHz

Measurement range 0.04 V/m to 65 V/m
Linearity < ± 0.4 dB (0.2 to 50 V/m)

Frequency response ± 3.3 dB

In the last campaign, a SRM 3006 spectrum analyzer
was also applied, for short measurements, i.e. a few min-
utes long spectrum’s content scanning. The basic settings
of this instrument are listed in Table 5.

Table 5: SRM 3006 spectrum analyzer settings [14]
Parameter Settings Value

Frequency ranges 420 MHz to 6 GHz
Resolution bandwidth (RBW) 500 kHz

Video bandwidth (VBW) 5 kHz
Averaging method Time

Averaging time 60 s

Besides significant daily frequency of student popu-
lation and university staff in the campus, this area is addi-
tionally interesting for EMF investigation due to peri-
odic installation of new BSs, visually noticeable in this
area. With the introduction of new generations of mobile
communication, the number of BSs and their antennas in
the campus has been increased in the last decade. Thus,
they have become dominant EMF sources not only in this
area, but also in its urban surrounding.

Currently, five BSs are present and operational in
the campus, owned by three national operators (A1, Yet-
tel and MTS). These BSs and their sector antennas are
marked with red and pink circles in Fig. 1. Technical
parameters of these antennas will be omitted here, but
their radiation patterns are depicted in Fig. 1 by different
colors per communication services.

It should be mentioned that only BS 1 and BS 3 were
present in the campus in the 2012 campaign [8]. In that
time, they were providing only GSM/2G service, while
today they provide GSM/2G, UMTS/3G and LTE/4G
services.

The next BS in the campus appeared during 2017
(a four-sector BS 4), whose antennas serve to cover the
surrounding area with a signal of all existing services
[11]. Finally, two additional BSs have been installed in
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Fig. 1. Positions of BSs and monitoring locations in the University of Novi Sad campus.

the campus area, BS 2 (UMTS and LTE services) and
BS 5 (only UMTS service), before the 2023 campaign.

III. RESULTS AND DISCUSSION

Measurement results acquired in the three EMF
campaigns, by three types of measuring instruments, will
be compared and discussed in the following subsections.

A. NBM-550 field meter

A graphical comparative presentation of the aver-
age, Eavg, and maximum, Emax, field strength values,
obtained in all campaigns by the Narda NBM-550 field
meter is given in Fig. 2.

Considering these graphs, a slight or significant
increase of the E-field strength values, from campaign to
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Fig. 2. Continued.
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Fig. 2. E-field strength values – Narda NBM-550 [11].

campaign, is noticed at nine of the 10 locations (except
Location 9). These conclusions are practically in line
with those drawn in the previous paper [11].

The field strength values at Location 9 in 2023
remained very similar to those in 2018, while it was
noticed their significant decrease in comparison with
2012 results. As stated in [11], those differences and
observed short-term peaks of Emax values are primarily
caused by the increased usage of mobile communication
technologies (cell phones calls and internet connections)
at that location.

Finally, the most pronounced increase and the high-
est E-field strength values (maximum of 2.946 V/m)
were achieved at Location 6. A comparison of maximum
values of Emax, obtained by the Narda NBM-550 field
meter, is provided in Table 6.

Table 6: Maximum values of Emax (V/m) − NBM-550
[11]

Location
Campaign

2012 2018 2023

1 0.580 0.406 0.467
2 0.926 0.637 0.932
3 0.496 0.862 0.945
4 0.507 0.694 0.647
5 0.489 1.664 1.667
6 1.248 1.695 2.946
7 2.529 1.355 2.615
8 0.529 1.020 1.589
9 2.834 2.389 0.522

10 0.684 1.181 1.186

Considering data from Table 6, it is evident that all
field strength values obtained in three campaigns were
several times lower than the minimal reference level, pre-
scribed by the Serbian legislation (Ere f min = 11 V/m for
frequency range 100 kHz to 6 GHz) [15].

In all campaigns, the exposure assessment was per-
formed using the proposed boundary approach, where
upper and lower boundaries of the Global Exposure
Ratio (GER) [16] are evaluated. Those boundaries deter-
mine the range where actual exposure exists, while they
are calculated by the following equations:

GERlow =

(
Em

Ere f max

)2

and GERup =

(
Em

Ere f min

)2

(1)
where Em denotes measured value of the E-field, while
Ere f min and Ere f max are the minimum and maximum ref-
erence levels, prescribed by the Serbian legislation [15],
in monitored broadband frequency range.

GER boundaries were calculated taking the aver-
age field strength values, Eavg, as Em in equation (1),
acquired by the Narda NBM-550 meter. Their compar-
ison by campaigns is shown in Fig. 3.

Results presented in Fig. 3 confirmed conclusions
about the increase of exposure at nine of 10 locations,
with a slight decrease at Location 9 only. Statistical anal-
ysis of maximum values of upper boundary, GERup,
a much more important exposure boundary, calculated
with Eavg results from the Narda NBM-550 is given in
Table 7, offering their comparison by campaign.

The highest value of GERup boundary, achieved
at Location 6 in the 2023 campaign, was about 21
times lower than the maximal allowable exposure level
GERallowed = 1.

All other values were several hundred or thousand
times lower than the maximal allowable exposure level,
suggesting that, from campaign to campaign, the campus
area remained low EMF exposed.

B. SMP2 field meter

As regards measurements conducted by the Wave-
control SMP2 field meter, this paper brings the first com-
parison of the results obtained by this instrument, since
it was used for the first time in the 2018 campaign. The
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Fig. 3. The exposure boundaries – Narda NBM-550 [11].

Table 7: Maximum values of GERup − NBM-550 [11]

Location
Campaign

2012 2018 2023

1 0.49×10−3 0.49×10−3 0.86×10−3

2 0.29×10−3 1.03×10−3 3.21×10−3

3 0.38×10−3 3.10×10−3 4.35×10−3

4 0.36×10−3 0.49×10−3 0.64×10−3

5 1.04×10−3 4.72×10−3 15.3×10−3

6 5.56×10−3 13.4×10−3 46.5×10−3

7 1.47×10−3 6.61×10−3 27.1×10−3

8 1.18×10−3 2.74×10−3 13.1×10−3

9 1.35×10−3 1.70×10−3 0.83×10−3

10 0.43×10−3 4.62×10−3 7.23×10−3

average, Eavg, and instant, Eins, field strength values,
obtained in the 2018 and 2023 campaigns, are graphi-
cally presented and compared in Fig. 4.

A graphical comparison revealed an increase of field
strength values at nine of 10 locations. That increase was
the highest at Location 6 and the lowest at Location 9,
while Location 10 was the only one with a decrease of
field strength values compared with the 2018 campaign.
That location is at one of the central squares in the cam-
pus, surrounded by several high buildings and far dis-
tanced from all five BSs. These could be the reasons for
the achieved slight decrease of field strength values from
mobile phone services at that location.

A comparative overview of maximum values of Eins,
obtained in both campaigns by the Wavecontrol SMP2
field meter, is provided in Table 8.

The highest field strength value of 1.939 V/m was
achieved at Location 6 in 2023. However, that value, as
well all others obtained in both campaigns, were about
10 or more times lower than the minimal reference level,
prescribed by Serbian legislation for the frequency range

Table 8: Maximum values of Eins (V/m) − SMP2 [11]

Location
Campaign

2018 2023

1 0.194 0.257
2 0.452 0.571
3 0.402 0.595
4 0.187 0.291
5 0.647 0.820
6 1.086 1.939
7 1.233 1.408
8 0.626 0.883
9 0.250 0.250
10 1.409 1.135

from 700 MHz to 2600 MHz (Ere f min = 14.5 V/m) [15].
Graphical presentation of the exposure boundaries,

calculated using the average field strength values, Eavg,
of the Wavecontrol SMP2 field meter as Em in equation
(1), is given in Fig. 5.

Results presented in Fig. 5 additionally showed the
tendency of an increase of exposure to mobile commu-
nication technologies in the campus in the past years.
A comparison of maximum values of upper boundary,
GERup, calculated according to the Wavecontrol SMP2
measuring results is provided in Table 9.

The highest increase of upper exposure boundary
can be noticed for Location 6, where the maximum value
of GERup was about 69 times lower than the maximal
allowable level GERallowed = 1.

Despite an expected increase of exposure values in
the 2023 campaign, most values were several hundred or
thousand times lower than the maximal allowable level.

C. SRM 3006 spectrum analyzer

For the first time, in the 2023 campaign, a fre-
quency selective analysis of the high-frequency part of
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Fig. 5. The exposure boundaries – Wavecontrol SMP2 [11].

Table 9: Maximum values of GERup − SMP2 [11]

Location
Campaign

2018 2023

1 0.14×10−3 0.24×10−3

2 0.59×10−3 1.38×10−3

3 0.65×10−3 1.39×10−3

4 0.14×10−3 0.28×10−3

5 1.85×10−3 2.86×10−3

6 4.20×10−3 14.5×10−3

7 3.91×10−3 7.36×10−3

8 1.43×10−3 2.82×10−3

9 0.22×10−3 0.27×10−3

10 7.69×10−3 4.28×10−3

the spectrum was performed by the Narda SRM 3006
spectrum analyzer. It recorded actual, maximal, and aver-
aged values of E-field strength, in the frequency range
from 420 MHz to 6 GHz, while the averaging time was
set to 1 minute.

Since no spectral components were detected in the
range between 3 GHz and 6 GHz, at each of 10 loca-
tions, analyses were repeated in the shrunken frequency

range from 420 MHz up to 3 GHz. Figure 6 shows the
results of spectral analyses of the E-field at the monitor-
ing locations.

At all locations, a dominant presence of E-field
components in several frequency subranges can be
noticed. Most of them are downlink and uplink bands
for GSM 900/1800 MHz, UMTS 2100 MHz and LTE
800/1800/2100 MHz mobile phone technologies. Practi-
cally, these data confirmed the dominant contribution of
five BSs in the campus, as initially expected according to
a visual inspection of this area.

Some spectral components were detected in the
range between 2400 MHz and 2500 MHz, which could
originate from a number of local Wi-Fi networks in the
campus, technically and visually unknown to authors.

Finally, performed spectrum analyses showed that
mobile communication technologies had dominant con-
tribution to overall EMF exposure in the campus area.
Therefore, these types of EMF sources could be regarded
as those with the highest impact on exposure changes in
this sensitive area.

Future campaigns should certainly include detailed
analyses by the Narda SRM 3006 spectrum analyzer,
bearing in mind the foreseen deployment of a new gen-
eration of mobile communication technology – 5G (New
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Fig. 6. Spectrum content of the high-frequency E-field in the campus.
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Radio - NR), the appearance of which is expected in the
near future in the Republic of Serbia.

IV. CONCLUSION

The results of the three EMF monitoring campaigns
in the University campus area are presented in this paper.
As regards broadband monitoring in the range from 100
kHz to 6 GHz, comparative analysis of the measure-
ment results showed an increase of E-field values, as well
public exposure, at nine of the 10 monitoring locations.
Regardless of that increase, all values remained signifi-
cantly lower than the minimal reference level prescribed
by Serbian legislation.

Similar conclusions are drawn from the previous
two monitoring campaigns and measurements in the
range from 700 MHz to 2600 MHz, observing E-fields
originating primarily from mobile communications ser-
vices. An increase of E-field strength values at nine of
the 10 locations was noticed, but all acquired values were
a few dozen times less than the minimal reference level
prescribed for that frequency range.

Considering the wide prevalence of existing mobile
communication technologies in the campus, the 2023
campaign included frequency selective analysis of the
high-frequency part of spectrum at monitoring locations.
Results revealed a dominant contribution of 2G/3G/4G
mobile communication technologies in the spectrum, as
well as a slightly smaller contribution of Wi-Fi tech-
nology. Those sources for certain have had the highest
impact on the increase of EMF exposure in the campus
in last decade.

Although exposure is still far below the maximal
allowable level, it is clear that the contribution of mobile
communication technologies will remain the most dom-
inant in the future. This assumption is additionally
strengthened by the announced deployment of 5G tech-
nology in the near future. Therefore, beside the necessity
for periodic monitoring campaigns, measurements and
exposure assessment analyses should be extended to the
frequency range beyond 6 GHz, considering the features
of 5G communication standards.
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Abstract – In this study, the dispersion characteris-
tics, impedance features, and absorption conditions of
water-based electromagnetic (EM) absorbers are inves-
tigated. A methodology for the rapid construction of a
three-layer water-based absorber structure is proposed.
Concurrently, a weakly conditionally stable Hybrid
Implicit-Explicit Finite Difference Time Domain (HIE-
FDTD) method is introduced to enhance the computa-
tional efficiency of thin layer structures. Furthermore, the
EM computation integrates thermal effect calculations.
A hybrid approach, combining the HIE-FDTD and Finite
Volume Method (FVM), is employed to analyze temper-
ature variations induced by EM wave incidence on the
absorber.

Index Terms – Electrothermal coupling computation,
FVM, HIE-FDTD, Water-based absorber.

I. INTRODUCTION

Water-based absorbers are a unique type of absorp-
tive structure that utilizes the inherent properties of water
to attenuate EM waves. Because of their distinctive
nature, these absorbers showcase significant potential
in applications such as stealth technology and EM sus-
ceptibility (EMS) shielding. Their primary advantages
include tunability [1], multi-band and broadband absorp-
tion capabilities [2, 3], and flexibility [4]. However, this
structure also faces some challenges. For instance, the
physical properties of water are easily affected by tem-
perature changes, which can lead to performance incon-
sistencies. Ensuring stable performance under various
environmental conditions, such as temperature fluctua-
tions, humidity changes, and atmospheric pressure vari-
ations, remains the primary concern.

The Finite-Difference Time-Domain (FDTD)
method [5, 6] is a widely adopted numerical technique
used to solve EM problems, such as electromagnetic-
thermal coupling and dispersive media calculations
[7, 8]. The Hybrid Implicit-Explicit Finite Difference
Time Domain (HIE-FDTD) approach augments the con-
ventional FDTD methodology by using both implicit and

explicit schemes [9–11]. Its hybrid nature introduces a
conditionally weak stability, permitting a more extensive
time step size compared to the traditional explicit FDTD
method, thereby accelerating computational speed
in simulations. This method exhibits computational
advantages particularly when analyzing thin layered
structures.

With the growing attention to electrothermal cou-
pling issues, the traditional practice of conducting EM
simulations and thermal simulations independently is
being re-evaluated . As the complexity of the problems
being addressed increases, and the demand for solution
accuracy intensifies, joint electrothermal solutions are
emerging as a trend. Thermal effects, leading to mate-
rial alterations, subsequently influence the EM response,
which in turn affects the temperature distribution , form-
ing a multi-physics computational loop. It is applied in
multiple fields, such as electromagnetic-thermal analy-
sis of absorbing structures [12], thermal-electric losses
in circuits [13], material phase change at microwave fre-
quencies [14], and electromagnetic-thermal calculations
in dispersive media [15].

This paper initially investigates the fundamental
principles of water-based absorbers and presents a broad-
band absorption structure based on absorption criteria,
computed using the HIE-FDTD method. Subsequently,
the temperature distribution and its impact on EM wave
absorption performances are elucidated through elec-
trothermal coupling calculations.

II. THEORETICAL ANALYSIS
A. HIE method and heat transfer calculation

In this section, we introduce the HIE-FDTD method
and the associated update formulas for the calcula-
tion of EM fields. Many articles have already provided
detailed derivation steps and proofs [10, 11]. This paper
presents a simplified derivation process to demonstrate
the characteristics of the method. This method is dis-
tinguished by its manipulation of the update time steps
for magnetic and electric fields, which leads to implicit
updates for specific field components, while preserving
explicit updates for one component. Herein, we adopt the
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notation P = (i, j,k),P(i)− 1 means (i− 1, j,k). Then,
the update equations for the HIE can be derived:

En+1
z (P)−En

z (P)
Δt

=
1

2εz(P)Δx

(
Hn+1

y (P)+Hn+1
y

(P(i)−1)−Hn
y (P)−Hn
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)

− 1
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En+1/2

x (P(k)+1)−En+1/2
x (P)

)
,

where Δx, Δy, and Δz denote the spatial discretization
steps along the x, y, and z directions, respectively. εz is
permittivity in the z direction, μz and μy are permeability
in the x and y directions. This method places the time
steps for both Ex and Hx at the n+ 1

2 position, while the
remaining components are positioned at the n time step.
It results in a lack of uniformity in the time step values
for the Ez and Hy components but this discrepancy can be
addressed by taking the average with an implicit solving
step, which requires simultaneous resolution at the n+1
time step. By substituting Eq. (2) into (1), a tridiagonal
matrix is derived, which can be solved using the TDMA
method as equation (3) and (4). {En

z ,E
n+1/2
x ,Hn

x ,Jzp} are
the sum of EM values of available present step:
−C1(P)C2(P(i)−1)En+1

z (P(i)−1)

+ [1+C2(P)(C1(P)+C1(P(i)−1))]En+1
z (P) (3)

−C1(P)C2(P)En+1
z (P(i)+1) = {En

z ,E
n+1/2
x ,Hn

x ,J
n
zp},

where:

C1(P) =
Δt

2μy(P)Δy
, (4)

C2(P) =
Δt

(2εz(P)+Δtσ e
z (P))Δx

.

The advantages of this method include the relax-
ation of stability constraints. It is highly efficient when
using finely detailed spatial grid divisions in specific
directions, such as in the calculation of thin-layer struc-
tures. Additionally, this method requires fewer tridiago-
nal matrix solutions, leading to an improvement in over-
all efficiency.

cΔt ≤ 1√(
1

Δy2 +
1

Δz2

) . (5)

As depicted in equation (5), c is the speed of EM
wave propagation in free space and, compared to the
conventional FDTD method, the stability condition of
HIE-FDTD eliminates the need to consider the spatial
step in the x-direction, allowing for a larger time step
selection. Furthermore, when solving EM computational
problems, we also consider the thermal effects gener-
ated in the material when EM waves incident on the tar-
get. Then, the simulation problem of a single EM phe-
nomenon becomes a multi-physics solving problem. The
thermal conduction equation is given as follow [15]:

αρcH
∂T
∂ t

= αk
∂ 2T
∂x2 +αk

∂ 2T
∂y2 +αk

∂ 2T
∂ z2 +αS, (6)

where, cH represents specific heat capacity, ρ stands for
density, k denotes thermal conductivity, S signifies an
additional heat source, and α represents an accelera-
tion factor. The acceleration factor increases the thermal
property parameters, speeding up the heat conduction
process and causing more temperature changes in shorter
time steps. This method aims to correlate significantly
different electromagnetic simulation times with thermal
simulation times, enabling simultaneous computational
programming. In the absence of acceleration factors, the
Finite Volume Method (FVM) form of equation (6) is:

MpT n+1(P) = MlT n+1(P(i)−1)+MrT n+1(P(i)+1)

+MuT n+1(P( j)−1)+MdT n+1(P( j)+1)

+MbT n+1(P(k)−1)+Mf T n+1(P(k)+1)
+Mp0T n(P)+SΔxΔyΔz

Ml = Mr =
kΔyΔz

Δx
,Mu = Md =

kΔxΔz
Δy

(7)

Mu = Md =
kΔxΔz

Δy
,Mp0 =

ρcHΔxΔyΔz
Δt

Mp = Ml +Mr +Mu +Md +Mb +Mf +Mp0.

Equation (7) presents the expression for the FVM
method post-discretization. As observed from equation
(7), the differential form of the FVM method bears a
strong resemblance to the FDTD method, suggesting
the feasibility of employing a unified grid partitioning
scheme for analysis. An important aspect of integrating
EM and thermal processes is to treat the resulting EM
losses as new heat sources [16]. The EM field energy
can be obtained through Poynting theorem as follows:

1
2

∂
∂ t

(E ·D+H ·B)+∇ · (E×H) =−E ·J

−
(

1
2

E · ∂D

∂ t
− 1

2
D · ∂E

∂ t

)
−
(

1
2

H · ∂B

∂ t
− 1

2
B · ∂H

∂ t

)
,

(8a)
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E ·Jp = E · ε0Δε
∂E

∂ t
−E · τ0

∂Jp

∂ t
(8b)

1
2

∂
∂ t

(
ε0εSE2 −2τ0E ·Jp +

τ2
0

ε0Δε
J2

p +H ·B
)
,

(8c)

+∇ · (E×H) =−E ·J− τ0

ε0Δε
J2

p

S = Ploss = E ·J+ τ0

ε0Δε
J2

p.

From equation (8), it is noted that the energy loss
in the EM field is given by E · J. In addition, based on
the characteristics of Debye dielectric, its energy loss can
be derived [16]. The sum of these two losses constitutes
the heat source term in equation (8c), thereby conducting
EM thermal multi-physics computations.

B. Absorption rate computation of water-based
absorber

For reflective EM absorbers, the absorption function
can be studied by investigating whether the impedance
generated by the combination of multi-layer materials
or structures meets the absorption criteria. The same
research approach can also be applied to the study of
water-based absorbers. Figure 1 is shown the schematic
diagram of the absorber structure, l1, l2, and l3 are the
thickness of three media layers. Here, l1 and l3 are con-
ventional dielectric materials, and l2 is the water layer.
Z1, Z2, and Z3 are the corresponding impedance val-
ues. According to the transmission line theory, the input
impedance Zin of each layer can be calculated using the
following formulas:

Zin1 = Z1 tanh [(α1 + jβ1)�1]

Zin2 = Z2
Zin1 +Z2 tanh [(α2 + jβ2)�2]

Z2 +Zin1 tanh [(α2 + jβ2)�2]

Zin3 = Z3
Zin2 +Z2 tanh [(α3 + jβ3)�3]

Z2 +Zin2 tanh [(α3 + jβ3)�3]
.

(9)

Water is a typical dispersive medium that con-
forms to the Debye model. When water is used in
absorbers(Z2 = Zwater), the initial step is to study its
impedance characteristics. Based on the equation (9), it
can be observed that the key equation governing the char-
acteristics of water is significant. Therefore, it is singled
out as Ztmp for further study.

Ztmp = Zwater tanh [(αw + jβw)�2]

= Zwater
tanh(αw�2)+ jtan(βw�2)

1+ jtan(βw�2) tanh(αw�2)

(10)

Zwater
(tanh(αw�2)→ 1)+ j tan(βw�2)

1+ j tan(βw�2)(tanh(αw�2)→ 1)
≈ Zwater .

(11)
The αw is the attenuation factor, βw is the prop-

agation factor, l2 is the thickness and Zwater is the
impedance of water. It can be observed that when
the water layer is sufficiently thick, the impedance of

Fig. 1. Schematic diagram of the absorber structure.

water for high-frequency EM waves remains constant,
as described in equation (11) and Fig. 2 (a). This occurs
because losses in water impede the propagation of high-

(a)

(b)

Fig. 2. Curves of transmission characteristics of water
layer varied as a function of frequency: (a) variations in
attenuation factors and (b) changes in impedances.
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frequency EM waves, a phenomenon known as the skin
effect.

Secondly, due to the dispersive nature of water,
its impedance characteristics are different from those
of ordinary dielectrics. The resonance characteristics of
ordinary dielectrics can be easily adjusted by varying the
thickness to change the resonance points. However, it is
unrealistic to arbitrarily change the thickness of water in
an absorber. As illustrated in Fig. 2 (b), despite the thick-
ness corresponding to a quarter wavelength at 30 GHz, it
does not reach its maximum value at this frequency. Con-
sidering a three layers absorber structure, the impedance
expression for this structure is given as follows:

ZA = ZF4B
2ZcZl1 +

(
Z2

c +Z2
l1

)
Zlw

Zc
(
1+Z2

l1

)
+(1+Z2

c )Zlw
(12)

Zc = Zwater/ZF4B

Zl1 = tanh [(α1 + jβ1)�1]

Zlw = tanh [(αw + jβw)�w] ,

where, lw stands for the thickness of the water layer in the
middle layer. As shown in Fig. 1, a water-based absorber
is a sandwich structure with a water layer placed between
two layers having equal thickness of F4B materials.
Extensive research has been conducted on the resonance
characteristics of conventional materials, primarily con-
trolling the resonant maxima and minima by adjusting
the thickness to λ/2 and λ/4.

tanh [(α1 + jβ1)�1] =
tanhα1�1 + jtanβ1�1

1+ j tanβ1�1 tanhα1�1

≈
{

α1�1, �1 =
1
2

2π
β1

1
α1�1

, �1 =
1
4

2π
β1

,

(13)

ZA =

⎧⎪⎨
⎪⎩

ZF4B
2Zcα1�1+(Z2

c+(α1�1)
2)Zlw

Zc(1+(α1�1)
2)+(1+Z2

c )α1�1Zlw
, �1 =

1
2

2π
β1

ZF4B
2Zcα1�1+(Z2

c (α1�1)
2+1)Zlw

Zc(1+(α1�1)
2)+(1+Z2

c )α1�1Zlw
, �1 =

1
4

2π
β1

.

(14)
It can be easily observed that the value of α1 is

significantly smaller than the real or imaginary parts of
Zc, approaching zero. Therefore, this equation can be
approximated as:

ZA =

{
Zwater Zlw, �1 =

1
2

2π
β1

Z2
F4B

Zwater
Zlw, �1 =

1
4

2π
β1

. (15)

Equation (15) illustrates that when l1 = λ/2, the
impedance of the sandwich structure absorber is only
related to the impedance of water. When l1 = λ/4, the
impedance is determined by the impedance of F4B and
water. In both cases, the impedance of the absorber at the
corresponding frequency point is directly controlled by
the thickness of the water layer. Therefore, subsequent
research only needs to consider the thickness variation
of the water layer.

In the case of absorbers with metal backplanes,
achieving a perfect absorption condition with a reflection
coefficient of zero is often challenging in practical appli-
cations. Therefore, in the simulations and measurement
of absorbers, it is usually specified the absorption rate
should exceed −10 dB, corresponding to a reflection
coefficient less than 0.316.

Γ =

∣∣∣∣Zin −Z0

Zin +Z0

∣∣∣∣=
∣∣∣∣R+ jX −Z0

R+ jX +Z0

∣∣∣∣≤ 0.316

Z0 = 120π

(R−460.643)2 +X2 ≤ 264.6952.

(16)

Equation (16) demonstrates that the absorption con-
dition fundamentally entails the real and imaginary parts
of impedance satisfying the equation of a circle. When
R and X fall within the impedance circle, Zin will meet
the specified absorption requirements. Furthermore, the
conditions of R and X can be extended to other frequen-
cies. As long as the values of R and X at a specific
frequency point satisfy this condition, absorption can
be achieved at that frequency point. Figure 3 illustrates
a schematic diagram of the absorption condition circle
based on equation (16). For the sake of research conve-
nience, the absorption circle in Fig. 3 is projected onto
the R and X axes, and the frequency range is expanded
to cover a broader spectrum.

Fig. 3. Schematic diagram of the absorption condition
circle.

Based on the above discussion, the following steps
can be taken to design an absorber with a frequency up
to 42 GHz. Firstly, the value of l1 given in equaion (15)
can be rapidly determined. Furthermore, the properties
of water dictate that the thickness lw of the water layer
in the sandwich structure should not exceed 1.5 mm,
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effectively constraining the range of lw values. Subse-
quently, it becomes very convenient to assess absorp-
tion by calculating the impedance values at a single point
and substituting it into the absorption condition circles.
As shown in Fig. 4, the impedance real part R(max,l1)
exceeds the range of absorption condition at 42 GHz, so
the absorber will not absorb at this frequency. It is found
that the absorption condition is only met between 11
and 15 GHz, indicating that water-based absorber only
exhibits absorption within this range. Note that between
frequencies 27 to 31 GHz, it appears to meet the absorp-
tion conditions because the blue and red areas are used
as direct projections of the circles. However, in positions
near the boundaries of these two regions, the absorp-
tion conditions are not actually satisfied. Figure 4 (b)
depicts the relevant absorption rate, which is quite con-
sistent with the conclusions, with only a narrow absorp-
tion band.

Using this approach, it is easy to design an absorber
that meets the absorption bandwidth of 42 GHz in a
20◦C environment. Additionally, it can be reasonably
inferred that the impedance of the three-layer water-
based absorber is continuous. Therefore, as shown in

(a)

(b)

Fig. 4. Absorption characteristic of a water-based
absorber varied with frequency: (a) impedance values of
absorber and (b) absorption rate with narrow bandwidth.

Fig. 5, by adjusting the thickness of the water layer,
it is possible to make the impedance conditions around
42 GHz also satisfy the absorption criteria, thus achiev-
ing broadband absorption effectiveness. Calculations
performed using HIE, FDTD, and other methods show
a high degree of consistency between the absorption rate
and analytical values.

(a)

(b)

Fig. 5. Wideband water-based absorber: (a) impedance
values of absorber and (b) wideband absorption rate.

On a computer equipped with an AMD Ryzen
3900X CPU and 32 GB of RAM, a complete FDTD
method example takes 144.2 seconds, while HIE-FDTD
only consumes 77.3 seconds. This demonstrates that the
introduction of the HIE method can significantly accel-
erate computational speed, thereby saving computational
resources.

III. ELECTROTHERMAL COUPLING
RESULTS AND DISCUSSION

In the discussions above, it is assumed that an
ambient temperature is 20◦C. In reality, the process
that generates absorptive effects inevitably involves
energy conversion, espectically the conversion between
EM energy and thermal energy. Temperature variations
caused by thermal energy play a crucial role in certain
materials that exhibit temperature-dependent properties.
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Therefore, research on the EM-thermal coupling of
absorbers holds practical significance.

A. The impact of temperature on water

The properties of water are temperature-dependent
and the effect of temperature on water is as follows [4]:

ε(ω) = ε∞(T )+
εs(T )− ε∞(T )

1+ iωτ(T )
,

εs(T ) = a1 −b1T + c1T 2 −d1T 3,

(17)

ε∞(T ) = εs(T )−a2exp(−b2T ),

τ(T ) = c2exp(T2/(T +T1)),

where, a1 = 87.9, b1 = 0.404K−1, c1 = 9.59×10−4K−2,
d1 = 1.33×10−6K−3, a2 = 80.7, b2 = 4.42×10−3K−1,
and a2 = 80.7, b2 = 4.42 × 10−3K−1.T is temperature
in ◦C.According to equation (17), as the temperature
varies, the changes in water are primarily reflected in
the permittivity. Building upon this, the variations in
water impedance characteristics with temperature are
provided.

As observed from Fig. 6, an increase in water tem-
perature leads to a decrease in the real and imaginary
parts of water impedance within the range up to 80 GHz.

Fig. 6. Impedance variation of water with temperature.

B. The impact of temperature on absorber

The fundamental approach in designing typical
absorbers is to utilize resonance points where energy
is directly deposited into resistive components or struc-
tures, leading to the dissipation of EM energy and the
generation of heat. This process of energy conversion is
equally applicable to water-based absorber.

As temperature increases, material properties also
change, as discussed in Section 3.1. This alteration can
affect the absorption performance, and the changes in
absorption performance, in turn, influence temperature
variations. This electrical-thermal coupling process is
rather complex.

Based on equations (3) and (7), let us combine of
the HIE-FDTD and FVM methods to provide the tem-
perature variation and absorption performance changes
of water-based absorbers under higher radiation power
(10 kV).

The computation process is as follows: first, use the
HIE method to obtain the electric field and polariza-
tion current distribution, then calculate the heat source.
Based on this heat source, the temperature distribution
can be calculated, and then the electrical properties of
the absorber material can be updated using the new tem-
perature distribution.

As seen from Fig. 7 (a), it is evident that in an ambi-
ent temperature of 20◦C, the water layer is the region
with the fastest temperature rise during the EM wave
radiation process. This is consistent with the energy
conversion principle in absorbers, indicating that the
EM energy in water-based absorbers is primarily dissi-
pated within the water layer. To facilitate the observa-
tion of temperature changes with time, two points in the
Fig. 7 (a) serve as temperature observation points at dif-
ferent positions, and an additional observation point is
set in the middle of the water layer.

(a) (b)

(c)

Fig. 7. Absorption rate and temperature variations of
broadband water-based absorber: (a) temperature dis-
tribution with position, (b) temperature variations with
time, and (c) variations in absorption rate with tempera-
ture.

Figure 7 (b) illustrates that continuous radiation of
EM waves causes the temperature of the water layer in
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the absorber structure to be higher than that of the F4B
layer of the medium, and the temperature rises faster.
When the water temperature rises to 29 ◦C, the overall
temperature of the absorber reaches a steady state, indi-
cating that the structure reaches thermal equilibrium at
ambient temperature environment.

Figure 7 (c) depicts the variation in absorption
rate of the EM-thermal processes. It can be observed
that compared to an ambient temperature of 20◦C, the
absorption rate deteriorates with an increase of temper-
ature. Particularly, when it approaches steady state, the
absorption rate in the frequency range of 25 to 40 GHz
no longer meets the requirement of greater than 0.9.

In addition, the conclusions can be obtained from
the perspective of impedance from equation (15) and
Figs. 5 (a) and 6. As the temperature rises, the impedance
of water decreases, causing an increase in the maximum
value in equation (15). Figure 5 (a) shows that the max-
imum value of the imaginary part is already close to the
edge of the absorption condition. With further increase,
it can be foreseen that the absorption condition will no
longer be met.

IV. CONCLUSION

In this study, we introduced the HIE-FDTD method
for EM simulations, which offers advantages in terms of
computational efficiency. We also considered the impact
of temperature on water and absorbers, shedding light
on the EM-thermal coupling process. Through our anal-
ysis, absorber performance is affected by temperature,
with higher temperatures leading to decreased absorp-
tion rates. This complex interplay between EM proper-
ties and temperature variations underscores the need for
careful consideration in absorber design. Our research
also demonstrated the feasibility of obtaining water-
based absorbers that meet absorption criteria at specific
frequencies, with practical implications for applications
requiring broadband absorption. By adjusting the thick-
ness of water layer, we can achieve effective broad-
band absorption. The HIE method has improved com-
putational efficiency, making it a useful tool for future
research and design efforts.
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Abstract – As the in-depth study of uncertainty analy-
sis in electromagnetic compatibility (EMC) progresses,
the surrogate model-based uncertainty analysis method
has increasingly become a popular research topic. The
Kriging model is one of the classical surrogate models
and plays an important role in EMC uncertainty anal-
ysis. However, an in-depth study of the Kriging sam-
pling strategy is missing in the existing research on
uncertainty analysis. The traditional sampling strategy
employs Latin hypercube sampling (LHS) to select all
sampling points at once, which makes the computational
efficiency and accuracy of the surrogate model uncon-
trollable. This paper proposes a strategy that applies least
squares support vector machine regression (LSSVR) to
assist Kriging in sampling, significantly improving the
efficiency and accuracy of the Kriging surrogate model.

Index Terms – Electromagnetic compatibility (EMC),
Kriging, least squares support vector machine regression
(LSSVR), surrogate model, uncertainty analysis method.

I. INTRODUCTION

In recent years, uncertainty analysis has emerged as
a popular research topic in electromagnetic compatibil-
ity (EMC). By treating the input parameters in numer-
ical simulations as uncertain parameters (e.g. random
variables), the reliability and practicality of EMC sim-
ulation models can be significantly enhanced. Typically,
uncertainty in simulation inputs arises from various fac-
tors, including geometric positional uncertainty due to
motion or vibration, dimensional uncertainty due to man-
ufacturing tolerances, and cognitive uncertainty due to
researcher cognitive deficiencies.

The Monte Carlo method (MCM) is widely rec-
ognized as the most accurate method for uncertainty
analysis [1]. It describes the randomness of the simu-
lation inputs by exhaustively enumerating the sampling

points. Because MCM considers all possible scenarios, it
aligns well with the researcher’s understanding of uncer-
tainty. Therefore, MCM is suitable for use as a stan-
dard in theoretical studies to validate the accuracy of
other uncertainty analysis methods. While MCM offers
the advantages of high computational accuracy and ease
of implementation, its poor convergence leads to sig-
nificantly low computational efficiency, rendering it less
competitive in practical engineering applications [2].

In 2013, a research team at Politecnico di Torino in
Italy introduced the generalized polynomial chaos (GPC)
theory to EMC simulation and proposed the stochastic
Galerkin method (SGM) [3]. Another numerical analysis
method based on GPC theory is the stochastic colloca-
tion method (SCM) [4]. Both methods are computation-
ally accurate and efficient. SGM is an embedded uncer-
tainty analysis method, while SCM is a non-embedded
uncertainty analysis method. With the continuous adop-
tion of various new finite element simulation techniques
in computer science, EMC design increasingly relies on
commercial electromagnetic simulation software. This
trend has made non-embedded simulation modes a pri-
mary focus of uncertainty analysis research in the EMC
field. Consequently, the applicability of SCM exceeds
that of SGM. However, SCM suffers from the seri-
ous problem of the dimensional curse of dimensional-
ity [5] and is not applicable when dealing with a large
number of random variables. The Method of Moments
(MoM) [6] and the Stochastic Reduced Order Mod-
els (SROM) [7] are superior non-embedded uncertainty
analysis methods for addressing the dimensional curse
of dimensionality problem. However, MoM and SROM
are suitable for EMC simulation solvers with good lin-
earity. When the solver exhibits high nonlinearity, the
complexity of uncertainty analysis results increases sig-
nificantly, posing a risk of failure for both MoM and
SROM.
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Since 2020, uncertainty analysis methods based on
surrogate models have been gradually proposed [8]. The
principle is to treat the surrogate model as a black
box and train it using deterministic simulation results
repeatedly. Subsequently, a large number of samples of
input randomness are taken to obtain the final results.
Uncertainty analysis methods based on surrogate mod-
els can be considered as highly effective non-embedded
uncertainty analysis methods. Among these, the Kriging
model is a typical surrogate model used for uncertainty
analysis [9,10]. It is suitable for solvers with high non-
linearity and does not encounter the issue of the dimen-
sional curse of dimensionality. The traditional Kriging
model employs a static Latin hypercube sampling (LHS)
to select sampling points all at once [11], lacking the
ability to actively adjust the sampling points accord-
ing to specific characteristics of different situations. To
enhance the accuracy and computational efficiency of
the Kriging model in EMC simulation uncertainty anal-
ysis, this paper proposes an active sampling strategy
that uses least squares support vector machine regression
(LSSVR) to assist Kriging sampling.

The structure of this paper is as follows. Two tradi-
tional methods of uncertainty analysis, MCM and Krig-
ing, are presented in section II. In section III, LSSVR is
introduced and applied to improve the Kriging model.
The improved uncertainty analysis method is applied
to the parallel cable crosstalk example in section IV.
Section V summarizes this paper.

II. TRADITIONAL METHODS OF
UNCERTAINTY ANALYSIS

In uncertainty analysis, the random variable model
is typically used to describe the uncertainty of random
events:

ζ =
{

ζ1,ζ2, ...,ζ j, ...,ζN
}
, (1)

where ζ j is a random variable, ζ is a vector of random
variables, and N is the number of random variables.

A. Monte Carlo method

MCM is grounded in the weak law of large num-
bers, which uses exhaustive sampling points S1 =
[X1,X2, · · · , Xn] to characterize a random variable ζ ,
encompassing all possible cases. Where the number of
sampling points is assumed to be n, and each sampling
point Xi consists of an N-dimensional vector:

Xi = {Xi(1),Xi(2), ...,Xi( j), ...,Xi(N)} , (2)
where Xi( j) are all determined constant values that cor-
respond to ζ j in equation (1).

Deterministic EMC simulation is performed at each
sampling point Xi:

Yi = EMC [Xi], (3)
where EMC [ ] represents the single deterministic EMC
simulation process and Yi is the EMC simulation result.

Y = [Y1,Y2, · · · ,Yn] is the set of EMC simulation results,
i.e., MCM-based simulation results.

The simulation results are analyzed statistically to
derive uncertainty analysis results such as expectation,
standard deviation, worst-case estimates, and probability
density curves. Algorithm 1 shows the process of writing
the code for the uncertainty analysis method based on
MCM. The uncertainty analysis results of MCM are used
as a reference standard in this paper.

Algorithm 1 MCM
1: Exhaustive sampling points S1 (n)
2: for (do i=1:n)
3: EMC simulation Yi = EMC [Xi]
4: end for
5: EMC simulation result set Y = [Y1,Y2, · · · ,Yn]
6: Results of uncertainty analysis

B. Traditional Kriging model

Surrogate models significantly enhance the compu-
tational efficiency of EMC uncertainty analysis. Among
these methods, the Kriging model, originating from geo-
statistics, is a prominent example. This section out-
lines the traditional Kriging-based uncertainty analysis
method.

The traditional Kriging model uses LHS to select
all sampling points S2 = [x1,x2, · · · , xL] simultaneously,
with the number of sampling points denoted as L,
which is significantly smaller than n. xi is also an
N-dimensional constant value vector data. Determinis-
tic EMC simulations are performed at each sampling
point xi:

yi = EMC [xi]. (4)

The training set {xi,yi}L
i=1 is obtained, which is

used to train the surrogate model. The Kriging model
is an interpolation model that computes the interpola-
tion result as a linear combination of the known sample
response values:

MKriging =
L

∑
i=1

wiyi, (5)

where w= [w1,w2 · · ·wL]
T represents the weighting coef-

ficient, and the response value at any point in the design
space can be obtained by specifying the value of the
weighting coefficient w. The detailed procedure for com-
puting the weighting factor w is provided in [12]. The
process of writing the code for the uncertainty anal-
ysis method based on traditional Kriging is shown in
Algorithm 2.
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Algorithm 2 Traditional Kriging
1: Exhaustive sampling points S1 (n)
2: Sampling points S2 (L) in LHS screening S1
3: for (do i=1:L)
4: EMC simulation yi = EMC [xi]
5: end for
6: Training set {xi,yi}L

i=1
7: Construction of MKriging
8: Bring S1 into MKriging
9: Results of uncertainty analysis

The Kriging-based uncertainty analysis method
requires only deterministic EMC simulation for L sam-
ples, which is obviously much more computationally
efficient than MCM.

The sampling strategy of the traditional Kriging
model is to select sample points at one time by using
LHS, which aims to make the sample points evenly dis-
tributed and cover the whole sampling space. However,
it uses random sampling for sampling, which is a pas-
sive sampling method. It lacks the initiative to accurately
select sample points that make the surrogate model more
accurate. It also wastes a lot of computational resources
when a single simulation takes a long time.

III. IMPROVED KRIGING BASED ON
LSSVR

LSSVR is a widely used surrogate model in EMC
uncertainty analysis, offering fast training speed, good
generalization performance, and a strong ability to fit
nonlinear functions [13]. This section presents the appli-
cation of LSSVR to assist Kriging in selecting sampling
points, introducing a highly proactive sequential sam-
pling strategy that significantly enhances the accuracy
and efficiency of the Kriging-based uncertainty analy-
sis method. This combined approach is referred to as
Kriging-LSSVR.

Figure 1 illustrates the structure of LSSVR, which
maps the input space to a high-dimensional feature space
through a nonlinear mapping φ (•). The optimal linear
function is then identified in this feature space.

Fig. 1. Structure of the LSSVR.

The dimension of the high-dimensional feature
space may be infinite, and the specific expression of
the nonlinear mapping φ (•) is usually unknown. Thus,
the kernel function technique in equation (6) is used to
simplify the computation significantly by replacing the
direct computation of the nonlinear mapping with the
inner product of the nonlinear mapping:

K(xi,x j) = φ(xi)•φ(x j), (6)
where K(xi,x j) is the kernel function.

According to [13], LSSVR based on the Gaussian
kernel function K(xi,x j) = exp(− ‖ xi − x j ‖2 /ρ2) per-
forms best in uncertainty analysis. Therefore, the Gaus-
sian kernel function is chosen in this paper.

In this paper, LSSVR also selects sample points
using LHS, and Kriging-LSSVR requires the same initial
sample space for both Kriging and LSSVR. So LSSVR
is trained with the training set {xi,yi}L

i=1 obtained in the
previous section to obtain the LSSVR model of equa-
tion (7) [14]:

MLSSV R = μT φ (x)+b =
L

∑
i=1

αiK (xi,x)+b, (7)

where μ = ∑L
i=1 αiφ(xi), αi are scalar coefficients, and b

is the bias term.
The flowchart for applying LSSVR to improve Krig-

ing for uncertainty analysis is shown in Fig. 2. The code
writing process is described in Algorithm 3. First, the
initial sample space S0 = [x1,x2, · · · , xq] is obtained by
LHS, and it is worth noting that q is very small, even less
than one-fourth of L mentioned in the previous section.
The deterministic EMC simulation described in equa-
tion (3) is performed on the initial sample space S0 to
obtain the deterministic simulation result yi, which then
produces the training set {xi,yi}q

i=1. Then, the Kriging
model MKriging and the LSSVR model MLSSV R are con-
structed based on the training set. YKriging is the response
value estimated by MKriging on the exhaustive sample
space S1 and is a vector of length n. YLSSV R is the
response value estimated by MLSSV R.

Statistics are performed on YKriging and YLSSV R to
obtain the probability density curves. These curves are
then transformed into cumulative distribution function
(CDF) curves, and the K-S distance D between the CDF
curves of Kriging and LSSVR is calculated. The K-S dis-
tance is the test statistic of the Kolmogorov-Smirnov test
[15]. The statistic D is determined by the maximum ver-
tical deviation between the two curves of the CDF of the
data set:

D = max(|CDF1(x)−CDF2(x)|) , (8)
where CDF1(x) is the proportion of values in the Kriging
dataset that are less than or equal to x, and CDF2(x) is
the proportion of values in the LSSVR dataset that are
less than or equal to x. The larger the D, the greater the
difference between the two CDF curves.
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Fig. 2. Flowchart of Kriging-LSSVR.

In this paper, the K-S distance D is used as a crite-
rion to select sampling points actively. If the K-S dis-
tance exceeds 0.05, the difference between the CDF
curves is considered large, indicating that the current
sample space does not meet the accuracy requirements
of the Kriging-LSSVR model. Find the sample point xi
corresponding to the value with the largest difference
between YKriging and YLSSV R, and add it to the initial sam-
ple space S0. The purpose of this sequential sampling
strategy is to identify the point with the greatest differ-
ence between the two surrogate models, achieve uniform
coverage of the sampling points in the sample space with
maximum efficiency, and thereby enhance the accuracy
and efficiency of the uncertainty analysis. As the sample
space S0 expands, the K-S distance D decreases. When
D is less than or equal to 0.05, the final sample space S is
output. The EMC simulation result of sample space S is
the training set. The final Kriging model MKriging is con-
structed based on the training set. Finally, the response
value YKriging is statistically analyzed to obtain the uncer-
tainty analysis results based on Kriging-LSSVR, such as
expectation, standard deviation, worst-case estimate, and
probability density curve.

Algorithm 3 Kriging-LSSVR
1: Exhaustive sampling points S1 (n)
2: LHS selects the initial sample space S0 (q)
3: for (do i=1:q)
4: EMC simulation yi = EMC [xi]
5: end for
6: Initial training set {xi,yi}q

i=1
7: Construction of MKriging and MLSSV R

8: Bring S1 into MKriging and MLSSV R
9: Statistical YKriging and YLSSV R
10: Generate PDF curves
11: PDF ⇒ CDF
12: Calculate the K-S distance D
13: while D > 0.05 do
14: Find xi and add it to S0
15: yi = EMC [xi]
16: Construction of MKriging and MLSSV R
17: Bring S1 into MKriging and MLSSV R
18: Statistical YKriging and YLSSV R
19: Generate PDF curves
20: PDF ⇒ CDF
21: Calculate the K-S distance D
22: end while
23: Output the final sample space S
24: Determining the final Kriging model MKriging
25: Bring S1 into MKriging
26: Results of uncertainty analysis

IV. EXAMPLE OF APPLICATION

The Kriging-LSSVR method proposed in section
III is applied to the parallel cable crosstalk example
shown in Fig. 3 to verify its advantages over conventional
Kriging. In practical engineering, uncertainties in cables
include geometric positional uncertainties due to motion
or vibration, and dimensional uncertainties due to manu-
facturing tolerances. Predicting crosstalk between cables
considering these uncertainties is a typical EMC prob-
lem. Parallel cables are the most fundamental example
of this, as discussed in [1, 16].
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Fig. 3. Parallel cable crosstalk example schematic.

Two cables are parallel to each other and both have a
length of 1 m. The horizontal distance between them is s.
One of them serves as the receptor wire and is grounded
to a 50 Ω load at each end. The other wire, the generator
wire, needs to be connected not only to a 50 Ω load, but
also to an excitation source Em with an amplitude of 1 V.
The height of the generator wire is h1 and the diameter is
da. The height of the receptor wire is h2 and the diameter
is db.

A. The proposed method is applied to the example
with two random variables

In classical uncertainty analysis based on parallel
cable crosstalk example, h1 and h2 are considered as two
uncertain factors [1]. Here, they are assumed to follow a
uniform distribution, and the results of applying random
variable modeling are shown below.{

h1 = 0.045+0.005×ζ1 [m]
h2 = 0.035+0.005×ζ2 [m]

, (9)

where ζ1 and ζ2 are uniformly distributed random vari-
ables in the interval [-1,1].

The partial parameters of the two cables are as fol-
lows: s = 0.05 m, da = 0.7 mm, db = 0.7 mm.

The MCM is applied to perform 10,000 determin-
istic simulations at exhaustive sampling points, and the
results of its uncertainty analysis are used as standard
data. The initial sample space S0 of Kriging-LSSVR has
five sampling points, i.e., q = 5. The number of sampling
points in the final sample space S obtained by the sequen-
tial sampling strategy is 26. In order to compare the per-
formance of traditional Kriging and the Kriging-LSSVR
proposed in this paper more objectively, the number of
sampling points chosen at one time for the traditional
Kriging application of LHS is also 26, i.e. L = 26. Deter-
ministic simulation is performed on the sampling points
to obtain the training set, which is used to construct the
surrogate model. Subsequently, the uncertainty analysis
results are obtained. Figures 4 and 5 show the probability

Fig. 4. Probability density of crosstalk voltage values at
2 MHz.

Fig. 5. Probability density of crosstalk voltage values at
50 MHz.

density curves for MCM, Kriging and Kriging-LSSVR at
frequencies of 2 MHz and 50 MHz, respectively.
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Table 1: Results of MEAM evaluation
Method 2 MHz 50 MHz

Kriging 0.9573 0.9792
Kriging-LSSVR 0.9724 0.9866

As can be seen from the figure, the Kriging-LSSVR
seems to be more accurate than Kriging, but it is not
obvious. Therefore, this paper applies the mean equiv-
alent area method (MEAM) proposed in [17] for fur-
ther validation. The evaluation results of MEAM are
shown in Table 1. The closer the MEAM value is to 1,
the higher the accuracy of the tested method. As seen
in Table 1, the accuracy of Kriging-LSSVR is higher
than Kriging. However, since Kriging is already very
accurate, this means the improvement in the accuracy of
Kriging-LSSVR is not obvious. In order to further vali-
date the performance of Kriging-LSSVR, the number of
random variables in the parallel cable crosstalk example
is expanded in this paper.

B. The proposed method is applied to the example
with multiple random variables

In the parallel cable crosstalk example, in addition to
the heights h1 and h2 of the two cables, the cable diam-
eter and the horizontal distance between the two cables
also impact the simulation results. Consider these five
parameters as uniform random variables, as shown in
Table 2.

Table 2: Uncertainty parameters for parallel cables
Uniform Random Variables Unit U [min, max]

Height of generator wire h1 m U [0.04, 0.05]
Height of receptor wire h2 m U [0.03, 0.04]

Diameter of generator wire da mm U [0.6, 0.8]
Diameter of receptor wire db mm U [0.6, 0.8]
Distance between two wires s m U [0.04, 0.06]

MCM is applied for 10,000 simulations to obtain the
standard data. Due to the increase in the number of ran-
dom variables, the number of sampling points must be
increased to ensure the accuracy of the surrogate model.
Assume that the initial sample space S0 of Kriging-
LSSVR has 20 sampling points, i.e. q = 20. The num-
ber of sampling points in the final sample space obtained
by the sequential sampling strategy is 97. The number of
sampling points chosen once for the traditional Kriging
application of Latin hypercube sampling is also 97, i.e.
L = 97.

Figures 6 and 7 show the probability density curves
at frequencies of 2 MHz and 50 MHz, respectively, and
Table 3 shows the evaluation results of MEAM. As can
be seen from Table 3, the accuracy of Kriging-LSSVR

Fig. 6. Probability density of crosstalk voltage values at
2 MHz.

Fig. 7. Probability density of crosstalk voltage values at
50 MHz.

at 2 MHz is much higher than Kriging. The accuracy of
Kriging-LSSVR at 50 MHz is also higher than Kriging,
but not as much as at 2 MHz.

Table 3: Results of MEAM evaluation
Method 2 MHz 50 MHz

Kriging 0.8678 0.8813
Kriging-LSSVR 0.9873 0.9485

To further investigate the performance of Kriging-
LSSVR, the frequency range is extended to 1-100 MHz.
As shown in Figs. 8 and 9, the expectation and stan-
dard deviation information, rather than the probability
density function information, are presented. The global
difference metric (GDM) values between the results to
be measured and the MCM are calculated using FSV, as
shown in Table 4. FSV has been successfully applied to
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Fig. 8. Far-end crosstalk voltage expectation for fre-
quency range 1 MHz to 100 MHz.

Fig. 9. Standard deviation of far-end crosstalk voltage in
the frequency range 1 MHz to 100 MHz.

the credibility assessment of uncertainty in EMC simu-
lation results [1].

According to Table 4, the evaluation results of the
expectation value of the simulation results for both sur-
rogate models are “Excellent”. The standard deviation of
Kriging is evaluated as “Very Good”, while the standard
deviation of Kriging-LSSVR is rated as “Excellent”. The
standard deviation evaluation result of Kriging-LSSVR
is one level higher than that of Kriging, further proving
that Kriging-LSSVR has higher accuracy than Kriging.

Table 4: FSV value results
Kriging Kriging-LSSVR

Expectation 0.0097 0.0051
Standard deviation 0.1369 0.0155

In terms of computational efficiency, it takes 28.9
seconds to perform one crosstalk computation. MCM
performs a total of 10,000 simulations, taking 80 hours.
Kriging and Kriging-LSSVR require only 97 computa-
tions, taking 46.7 minutes. The model prediction time
of the surrogate model is negligible in comparison. The
simulation time for each specific method is shown in
Table 5. The model prediction time tmodle for Kriging-
LSSVR is slightly longer than that of Kriging and is
negligible compared to the total time tcost. If the time
for a single simulation is measured in hours, then MCM
does not work. The efficiency of the surrogate model is
demonstrated.

Table 5: Comparison of simulation time
Method tcrosstalk tmodle tcost
MCM 80 h / 80 h

Kriging 46.7 min 8.3 s 46.8 min
Kriging-LSSVR 46.7 min 6.7 min 53.4 min

V. CONCLUSION

In this paper, LSSVR is applied to enhance the
Kriging model, combining the strengths of both surro-
gate models to develop a more accurate and efficient
EMC uncertainty analysis method, namely Kriging-
LSSVR. This method enhances the proactivity of the
sampling process, significantly improving the efficiency
of uncertainty analysis. At high levels of simula-
tion complexity, Kriging-LSSVR demonstrates notable
advantages in accuracy and efficiency. In the parallel
cable crosstalk example with multiple random variables,
Kriging-LSSVR demonstrates one level higher accuracy
compared to conventional Kriging. The method pro-
posed in this paper can be applied to large-scale com-
plex electromagnetic simulations in the future to ensure
the feasibility and accuracy of large-scale simulations.
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ing methodology for uncertainty quantification in
computational electromagnetics,” IEEE Open J.
Antennas Propag., vol. 5, no. 2, pp. 474-486, Apr.
2024.

[13] M. Sedaghat, R. Trinchero, Z. H. Firouzeh, and
F. G. Canavero, “Compressed machine learning-
based inverse model for design optimization of
microwave components,” IEEE Transactions on
Microwave Theory and Techniques, vol. 70, no. 7,
pp. 3415-3427, July 2022.

[14] S. Kushwaha, N. Soleimani, F. Treviso, R.
Kumar, R. Trinchero, F. G. Canavero, S. Roy,
and R. Sharma, “Comparative analysis of prior
knowledge-based machine learning metamodels
for modeling hybrid copper-graphene on-chip
interconnects,” IEEE Trans. Electromagn. Com-
pat., vol. 64, no. 6, pp. 2249-2260, Dec. 2022.

[15] F. J. Massey, “The Kolmogorov-Smirnov test for
goodness of fit,” Journal of the American Statisti-
cal Association, vol. 46, no. 253, pp. 68-78, Mar.
1951.

[16] J. Bai, Y. Wan, M. Li, G. Zhang, and X. He,
“Reduction of random variables in EMC uncer-
tainty simulation model,” Applied Computational
Electromagnetics Society Journal, vol. 37, no. 9,
pp. 941-947, Sep. 2022.

[17] J. Bai, J. Sun, and N. Wang, “Convergence determi-
nation of EMC uncertainty simulation based on the
improved mean equivalent area method,” Applied
Computational Electromagnetics Society Journal,
vol. 36, no. 11, pp. 1446-1452, Nov. 2021.

Shenghang Huo received the
B.Eng. degree in electrical engi-
neering and automation from Dalian
Maritime University in 2023. He is
currently a graduate student in elec-
trical engineering at Dalian Mar-
itime University, where his research
interests include machine learning

and uncertainty analysis methods in EMC simulation.

Yujia Song received a Ph.D. in
the School of Energy and Power
Engineering at Dalian University
of Technology in 2024. Her main
research interests are integrated
energy system design, novel power
system modeling for offshore
wind power, and computational

electromagnetics simulation.



HUO, SONG, LIU, BAI: IMPROVING KRIGING SURROGATE MODEL FOR EMC UNCERTAINTY ANALYSIS USING LSSVR 622

Qing Liu received the B.Eng.
degree in electrical engineering and
automation from Hubei University
of Technology in 2023. He is cur-
rently a graduate student in electrical
engineering at Dalian Maritime Uni-
versity, where his research interests
include microgrid optimal dispatch,

computational electromagnetics simulation for offshore
wind power.

Jinjun Bai received the B.Eng.
degree in electrical engineering and
automation in 2013, and Ph.D.
degree in electrical engineering in
2019 from the Harbin Institute of
Technology, Harbin, China. He is
now a lecturer at Dalian Maritime
University. His research interests

include uncertainty analysis methods in EMC simula-
tion, multi-physics field simulation method.



623 ACES JOURNAL, Vol. 39, No. 07, July 2024

Correlations of Salivary and Blood Glucose Level Detection using Flexible
Sensor Technique

Yusnita Rahayu1, Fildza Arifa1, Mudrik Alaydrus2, Anhar1, Teguh Praludi3,

Huriatul Masdar4, and Syah Alam5

1Department of Electrical Engineering
Faculty of Engineering, Universitas Riau, Pekanbaru 28290, Indonesia

yusnita.rahayu@lecturer.unri.ac.id, fildza@graduate.utm.my, anhar@lecturer.unri.ac.id

2Department of Electrical Engineering
Faculty of Engineering, Universitas Mercu Buana, Jakarta 11650, Indonesia

mudrikalaydrus@mercubuana.ac.id

3National Research and Innovation Agency
Indonesia

teguhpraludi@gmail.com

4Medical Faculty
Universitas Riau, Pekanbaru 28133, Indonesia

huriatul.masdar@gmail.com

5Department of Electrical Engineering
Universitas Trisakti, Jakarta Barat 11440, Indonesia

syah.alam@trisakti.ac.id

Abstract – Indonesia had a total of 19.47 million individ-
uals diagnosed with diabetes in 2021, the fifth position
globally, as reported by the International Diabetes Feder-
ation (IDF). Diabetes requires periodic medical examina-
tions, yet many individuals are hesitant to utilize invasive
medical devices. The ring slot circular resonator (RSCR)
inspired this sensor’s design. Non-invasive glucose mea-
surement was done with flexible 2.45 GHz sensors. The
reflection coefficient (S11) simulation result is -20.76 dB
at 2.458 GHz and 894.8 MHz bandwidth. Saliva samples
obtained from 20 individuals were subjected to 20 sep-
arate tests. Before collecting saliva samples, the volun-
teers’ blood sugar levels were assessed. Research indi-
cates that the appropriate frequency range for average
blood sugar levels (less than 125 mg/dl) is 1.55 GHz
to 2.16 GHz, while diabetes patients with blood glucose
levels (BGL) above 125 mg/dl had frequencies above 2.3
GHz. Test results show a positive correlation between
glucose level and testing frequency. In addition to blood
samples, saliva samples can serve as alternate specimens
for assessing an individual’s BGL.

Index Terms – Blood glucose, flexible sensor, non-
invasive, ring slot circular resonator, salivary.

I. INTRODUCTION

Elevated blood sugar (glucose) leads to diabetes.
The International Diabetes Federation (IDF) estimates
that one in 10 people globally suffers from diabetes. The
IDF estimate has grown by 16%, or 74 million people,
since 2019. The projected populations are 643 million in
2030 and 784 million in 2045. A total of 19.47 million
Indonesians is expected to have diabetes in 2021, accord-
ing to IDF forecasts [1]. Diabetes is an increase in blood
sugar due to decreased insulin secretion by pancreatic
beta cells and/or impaired insulin function [2].

Diabetics need to monitor and control their blood
glucose levels (BGL) to keep their levels within normal
ranges. To monitor blood sugar levels, a finger prick is
used to extract blood, which is then placed on a blood
strip. Some diabetics fear blood, so they avoid regular
checkups [3]. This work was driven by the desire to
eliminate the use of invasive blood sugar testing. Thus,
the requirement for a non-invasive blood sugar monitor
arises.

The diagnostic criteria for diabetes mellitus, as out-
lined in the guidelines, involve the measurement of fluc-
tuating venous plasma glucose [4]. The diagnostic cri-
teria for diabetes include the following thresholds: a

Submitted On: December 23, 2023
Accepted On: September 8, 2024

https://doi.org/10.13052/2024.ACES.J.390706
1054-4887 © ACES



RAHAYU, ARIFA, ALAYDRUS, ANHAR, PRALUDI, MASDAR, ALAM: CORRELATIONS OF SALIVARY AND BGL DETECTION 624

plasma glucose value of ≥200 mg/dl (≥11.1 mmol/l)
on an occasional basis, a fasting plasma glucose level
of ≥126 mg/dl (7.0 mmol/l) after a fasting period of 8-
12 hours, and a 2-hour value in venous plasma during
an oral glucose tolerance test (OGTT) of ≥200 mg/dl
(≥11.1 mmol/l).

According to scientific literature, fasting plasma
glucose concentrations below 6 mmol/L (100 mg/dL)
are considered within the normal range. Fasting plasma
glucose concentrations ranging from 6.1 to 6.9 mmol/L
(100-125 mg/dL) indicate impaired fasting glucose. Fur-
thermore, fasting plasma glucose concentrations equal to
or exceeding 7.0 mmol/L (126 mg/dL) are diagnostic cri-
teria for diabetes [5].

RF transmission, breath analysis, fluorescence,
interstitial fluid chemistry, and ocular spectroscopy are
the most widely used non-invasive techniques [6]. A
saliva nano-biosensor with a polyvinylidene fluoride
(PVDF) membrane was used by Zhang et al. to moni-
tor glucose non-invasively [7]. In 2019, Wang et al. also
investigated antennas using commercial beverages and
sweat samples on polyethylene terephthalate (PET) sub-
strates [8]. A six-element dipole arm antenna was con-
structed by Bakkali et al. [9] to monitor glucose. Desh-
mukh and Chorage created microstrip antenna configu-
rations as microwave sensors in 2020, including spiral,
narrowband, and ultrawideband antennas. They quanti-
fied return loss by observing the antenna test frequency
response for a specific BGL [10]. A 50 mg/dl glucose
solution was used by Firdausi et al. to build a proximity
couple-based microstrip antenna that operates at 50-60
GHz [11].

This study involved conducting extensive research
on saliva testing with volunteers to ascertain its viabil-
ity as an alternate sample for detecting an individual’s
blood sugar levels. The disparity in sugar levels in saliva
between those with diabetes and those without diabetes
is the reason behind this. The sensor is composed of a
circular resonator with a ring slot, which is printed on a
flexible PET substrate. It operates within the frequency
range 2.4-2.48 GHz, with the center of the ring slot as
the sensing hotspot. This could be a promising solution
to detect a person’s saliva sugar levels that correlate with
blood sugar levels with high accuracy.

II. MATERIALS AND METHODS
A. Flexible sensor design

This research involves the construction of a flexi-
ble sensor that utilizes a PET substrate and a Coplanar
Waveguide (CPW) feed mechanism. The PET substrate
has a relative dielectric constant of 3, a dielectric loss
tangent of 0.001, and a thickness of 0.13 mm [12]. The
conductive film on the PET substrate uses silver nano
ink. The PET substrate is chosen due to its ease of pro-

cessing in various forms, such as molding and cutting.
This facilitates the manufacturing of sensors according
to the desired design and expected quantity. PET has a
relatively stable dielectric constant at various frequencies
and temperatures [13, 14]. The dielectric stability of PET
contributes to the long-term performance of the sensor
by minimizing the impact of temperature changes. This
stability improves the sensitivity of the glucose sensor.
Additionally, PET provides effective electrical isolation,
reducing interference between the sensor elements and
the surrounding structure. Table 1 presents the dimen-
sions of the sensor that has been proposed. Figure 1 illus-
trates the geometry of the sensor with the measurement
scenario.

Table 1: Dimensions of sensor design
Dimension Parameters (mm)

L (Substrate length) 35
W (Substrate width) 40

h (Substrate thickness) 0.135
WF (Feedline width) 5.8
LF (Feedline length) 12
WG (Ground width) 2.3
LG (Ground length) 16.9

R1 20
R2 17

Fig. 1. RSCR sensor and measurement scenario.

This sensor operates at a frequency of 2.45 GHz,
in accordance with the Industrial Science and Medi-
cal (ISM) Band standard. It adheres to health standards
and is specifically designed to detect glucose using non-
invasive techniques.

The error value for measuring the sensor’s frequency
is calculated using equation (1) as follows:

Error =
∣∣∣∣ fsimulated − fmeasured

fsimulated

∣∣∣∣x100%. (1)

B. Research methods

This study involved 20 participants who had dif-
ferent blood sugar levels. The blood sugar levels were
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initially assessed using an intrusive medical tool called
an easy-touch glucometer, which involved pricking the
volunteer’s finger with a specialized needle to obtain a
blood sample. The levels were categorized as low, nor-
mal, or high. A total of 20 tests were carried out on
each volunteer using saliva samples for non-invasive sen-
sor testing. To ensure accurate measurements, volunteers
were instructed to fast for 8 hours before testing. After
fasting for at least 8 hours, subjects were tested before
eating for more reliable findings. This study was con-
ducted in accordance with the principles of the Dec-
laration of Helsinki, and all patients provided verbal
informed consent prior to enrollment.

As in [15] the correlation between saliva glucose
and blood glucose was found to be relatively high and
stable before breakfast. In general, unstimulated parotid
salivary glucose before breakfast presents an ideal saliva
collection method to replace blood glucose used to detect

(a)

(b)

Fig. 2. (a) Sensor measurement process for detecting glu-
cose levels with saliva samples using a vector network
analyzer and (b) process of injecting saliva sample on
flexible sensor.

diabetes mellitus, providing a reference for the predic-
tion of diabetes mellitus. This study uses invasive medi-
cal devices to analyze saliva and blood test results.

Similar to previous research analysis, frequency was
used to enable blood sugar sensor feasibility, with a
particular focus on examining variations in testing fre-
quency. Figure 2 shows the measurement procedure of
the saliva glucose sensor. The testing technique utilizes
needleless injection equipment, glass slides, sensors, a
pocket Vector Network Analyzer (VNA), and a laptop.

The initial stage of examination involves placing
an individual saliva specimen and positioning it close
to the sensor on the slide. This is achieved by employ-
ing a needle-free injection of 1 mg/dl with a uniform
sample volume for every measurement, positioning the
sample directly on the object glass, which is situated
above the sensor. In this work, the author employed a
sensor equipped with a disposable glass preparation to
ensure the safety of volunteers from potential biomolec-
ular effects present in the saliva of participants. The glass
preparation was used only once by each volunteer and
subsequently discarded. After connecting the SMA con-
nector and pocket VNA, the measurement signal can be
directly checked on the laptop. The impact of saliva on
a sensor with a PET substrate is mainly visible from the
frequency shift caused by the spillage of saliva on the
sensor.

III. RESULTS AND DISCUSSION
A. Sensor performance on saliva samples

Figure 3 shows the S-parameter of the flexible sen-
sor, both measured and simulated. The CPW feeding line
is connected to the sensor using a SMA connector. The
simulation yielded an S11 value of -20.76 dB at a fre-
quency of 2.458 GHz, with a bandwidth of 894.8 MHz,
as shown by the black curve in Fig. 3. By contrast, the
prototype sensor’s measurement yielded a red curve with
an S11 value of -25.14 dB at a frequency of 2.462 GHz
and 1200 MHz bandwidth. The measurements were con-
ducted solely on the sensor, without any samples being
used.

According to the results of the conducted compar-
isons, there are discrepancies between the simulation
results and the sensor measurements, which result in
variations in the working frequency, S11, and bandwidth
of the sensors. The frequency shift may result from a
large reflection when measuring the sensors and loss
from the connector port and the measuring apparatus.
The error value for both results is 0.16% as calculated
using equation (1).

To analyze and measure the electric field (E-field)
of the proposed resonator, we conducted an E-field sim-
ulation at the resonant frequency of 2.45 GHz. This sim-
ulation was done for the circular resonator both before



RAHAYU, ARIFA, ALAYDRUS, ANHAR, PRALUDI, MASDAR, ALAM: CORRELATIONS OF SALIVARY AND BGL DETECTION 626

Fig. 3. Measured and simulated S-parameters of the pro-
posed flexible sensor.

and after the ring slot was added. Figure 4 (a) presents
the E-field of the circular resonator without a ring slot
added. Figure 4 (b) shows the circular resonator with a
ring slot added. The results clearly demonstrate that the
ring slot yields the highest E-field intensity in the central
area. However, the E-field of a circular resonator without
a ring slot is located near the edge of the patch. Con-
sequently, the region with the strongest E-field, which
includes the ring slot, can serve as a precise location
for detecting hotspots and placing the saliva sample. It
should be noted that saliva placement on the hot spot
area greatly affected the frequency shift, sensitivity, and
performance of the sensor. The maximum E-field was
observed at 13 kV/m.

Table 2 lists the experimental results using saliva
samples from 20 volunteers. Studies have shown that the
frequency range for blood sugar levels below 125 mg/dl
is between 1.5 GHz and 2.16 GHz. Diabetic frequency
occurs when blood sugar levels exceed 125 mg/dl and
goes beyond 2.3 GHz. This demonstrates that the fre-
quency of high blood sugar levels rises.

Fluctuations in BGLs can alter the permittivity of
saliva, which is a bodily sample similar to blood. Conse-
quently, the sensor exhibits high sensitivity to changes in
permittivity. This is supported by Turgul’s research [16],
which demonstrates that the frequency shift is more pro-
nounced when liquid samples containing high concentra-
tions of glucose are used. In addition, Jha’s research [17]
demonstrated that higher concentrations of glucose led to
an increase in frequency. Specifically, samples with 20%
glucose levels had a frequency of 2.97 GHz, whereas
samples with 30% glucose levels had a frequency of 3
GHz. This demonstrates that frequency moves towards
higher values when the glucose level in a sample is high.
This aligns with the research findings we acquired, as
illustrated in Fig. 5.

(a) (b)

Fig. 4. (a) E-field of the circular resonator and (b) E-field
of the circular resonator with a ring slot added.

Table 2: Experiments using saliva samples on the RSCR
sensor

No. BGL

(mg/dl)

Frequency

(GHz)

S11

(dB)

Bandwidth

(MHz)

1 74 1.5588 -19.98 84.05
2 78 1.6801 -27.35 111.6
3 82 1.8316 -22.39 75.4
4 83 1.8582 -25.42 65.1
5 87 1.9274 -19.82 64.9
6 88 1.9338 -20.00 83.75
7 89 1.9903 -19.56 66.1
8 90 2.0209 -26.14 73.8
9 91 2.0314 -19.71 54

10 92 2.0812 -36.33 82.6
11 102 2.1109 -26.54 68.8
12 105 2.1505 -25.99 80.85
13 112 2.1615 -24.62 87.7
14 145 2.3387 -21.46 51.55
15 200 2.6022 -18.01 52.65
16 202 2.6071 -19.45 52
17 202 2.6075 -19.34 87.8
18 215 2.6196 -28.03 50.7
19 216 2.6318 -27.66 53.2
20 230 2.7596 -20.57 52.95

Figure 5 illustrates the relationship between sam-
pling conducted using saliva and blood. Both samples
underwent testing using the proposed RSCR sensor. The
graph clearly demonstrates that both samples exhibit
identical characteristics. The frequency of occurrence
rises in direct correlation with the elevation of sugar
levels. Furthermore, we conducted experiments utiliz-
ing various quantities of saliva through a needle without
injection, as detailed in Table 3.

Table 3 presents the findings of experiments con-
ducted on saliva samples with varying sample volumes.



627 ACES JOURNAL, Vol. 39, No. 07, July 2024

Fig. 5. Saliva and blood samples correlation graph.

Table 3: Saliva experiments using different volumes of
saliva
No mg/dl 0.1 cc/ml 0.2 cc/ml 0.3 cc/ml 0.4

cc/ml

1 80 1.722
GHz

1.716
GHz

1.752
GHz

1.754
GHz

2 83 1.862
GHz

1.878
GHz

1.869
GHz

1.859
GHz

3 216 2.719
GHz

2.7732
GHz

2.7349
GHz

2.756
GHz

The experiments examined three different glucose lev-
els: 80 mg/dl, 83 mg/dl, and 216 mg/dl. The results indi-
cate that there was no notable variation in frequency
when sample volumes ranged from 0.1 cc/ml to 0.4
cc/ml for these glucose levels. These findings show that
a large volume of a sample does not have a significant
influence.

Furthermore, as stated in [18], diabetics exhibited
significantly elevated amounts of glucose in their saliva
compared to the control group. A significant positive
correlation was found between salivary glucose level
(SGL) and BGL in diabetics as well as controls. SGL
is directly influenced by glycemia and thus can be used
to monitor BGL in diabetics. No positive correlation
was found between SGL and HbA1c, nor was any cor-
relation found between SGL, age, sex, and duration of
disease.

Through the findings obtained, saliva can be used as
a routine potential diagnostic tool in assessing diabetes
mellitus. It is a simple and noninvasive technique for
screening and monitoring this disease. Repeated painful
finger pricks, the hazard of getting infections, compli-
cations in hemophiliac patients, and various other dis-
advantages that involve the blood tests currently used

for diagnosis and monitoring of this widely preva-
lent diabetes mellitus disease, can be replaced by non-
invasive tests involving saliva, which is also cost-
effective. Therefore, this research focuses on saliva
samples.

B. Comparison of past research results

In this paper, we introduce a flexible RSCR as a
sensor for salivary glucose testing. The proposed sen-
sor has a sensing hot spot at the center, allowing it to
detect and respond to any sample placed on top of the
sensing area, resulting in a significant frequency change.
Table 4 shows a comparison between the proposed work
and the existing sensors. Table 4 presents the novelty
of the proposed sensor by the introduction of the flexi-
ble RSCR. Another novelty, the RSCR has independent
characteristics, it is suitable for detecting glucose levels
in saliva. Moreover, this study also presents the correla-
tion between BGL and saliva by involving 20 volunteers
with 20 times separated tests. Additionally, the study
involved trials utilizing varying volumes of saliva. Based
on the measurements, the frequency of saliva secretion
increased in direct correlation with the rise in glucose
levels.

Previously, sweat and skin samples have been uti-
lized by researchers. In [19], the skin was subjected to
frequencies ranging from 0.5 to 4 GHz. Similarly, [20]
utilized PET material in conjunction with sweat sam-
ples for their research. The antenna was positioned on
the skin by the researcher to unveil a frequency shift that
exhibited a positive correlation with the concentration of
glucose. This study utilized a skin adhesion method for
data collection, but it did not include a comparison of
the obtained results with established industry-standard
instruments. Consequently, the correctness of the find-
ings remains undetermined.

Authors [21] discovered that the frequency was 2.14
GHz at 10% glucose levels, 2.18 GHz at 30% ethanol,
2.24 GHz at 50%, 2.3 GHz at 70%, and 2.37 GHz at
90%. Therefore, a sample with a higher glucose con-
centration generates a larger frequency even with var-
ied substrates. According to [17], the frequency of water
was 2.89 GHz, 20% of glucose samples had a frequency
of 2.97 GHz, 25% had a frequency of 2.99 GHz, and
30% had a frequency of 3 GHz. Two percent glucose
in ethanol samples produced frequencies at S11 of 165
MHz, 170 MHz, 180 MHz, 190 MHz, 200 MHz, 220
MHz, 230 MHz, and 240 MHz, and 80% ethanol pro-
duced 240 MHz in the study [2]. This demonstrates that
as liquid glucose levels rise, so does the test frequency.
According to [17], the frequency was 3.52 GHz at 0
mg/dl and 3.55 GHz at 2000 mg/dl of glucose. This
attests to the frequency increase in glucose levels. Table 4
provides a summary.
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Table 4: Comparison of the results of previous studies
Ref Model Resonance

Frequency

(GHz)

Material Under

Test

Sample Under Test Measured

Parameter

[7] NA NA Flexible Saliva NA
[8] NA NA Flexible Sweat and sugary

drinks
NA

[19] NA 0.5−4 Flexible Skin S11
[20] NA > 1 Flexible Sweat S11
[21] Multiple Complementary

Split-Ring Resonator
2.45 Solid Liquids S21

[17] NA 1-18 Solid Glucose liquid S21
[22] Planar U-Shaped

Resonator
0.1664− 0.2875 Solid Ethanol S11

[16] NA 0.3−15 Solid Liquids S11
[23] NA 2.45 Flexible Saliva S11
[24] NA 60 Solid Glucose liquid sample S21
[25] NA 0.3−67 Solid Glucose solution and

blood samples
S21

[26] NA 7.5 Flexible Glucose solution S21
[27] Cylindrical Biosensor 2.4 Flexible Finger S11
[28] Microstrip Ring Resonator 0.0855 Solid Constration of glucose S11

This Work Ring Slot Circular
Resonator

2.45 Flexible Saliva S11

IV. CONCLUSION

In this paper, we have successfully developed a
flexible ring slot circular resonator for salivary glucose
detection. The proposed sensor operates at 2.45 GHz for
unloaded frequency and shifts to 1.55 GHz for loaded
frequency. In addition, the proposed device has indepen-
dent characteristics with the center sensing area, so that
it can be used for biological liquid sample measurements
such as saliva and blood. From these measurements, the
frequency range for blood sugar levels below 125 mg/dl
is from 1.5 GHz to 2.16 GHz. Diabetic frequency arises
when blood sugar levels surpass 125 mg/dl and exceed
2.3 GHz. The error of 0.16% was obtained for the S11
simulation and measurement results. This sensor can be
recommended as an alternative solution for BGL detec-
tion. The findings indicate that the quantification of 20
saliva samples was successfully accomplished. In addi-
tion, throughout the testing process utilizing blood sam-
ples, the findings were mostly similar to those obtained
from saliva samples. Furthermore, there was a noticeable
shift towards higher frequencies when the blood sugar
levels of the volunteers were elevated.
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Abstract – This paper presents a method for detect-
ing and locating esophageal tumors using electrical
impedance tomography (EIT) based on the modified
total variation (MTV) regularization algorithm, utilizing
a four-layer electrode array balloon detection structure.
The optimal structure of the electrode array was obtained
using the uniform design (UD) method. By integrating
esophageal tissue structure information, physical mod-
els containing tumors at different locations were con-
structed. Using the adjacent excitation mode, the study
compared average voltage, voltage dynamic range, and
boundary voltage changes of electrode pairs within one-
quarter of a cycle to analyze esophageal tumor char-
acteristics. By comparing the correlation coefficients,
relative errors, and imaging times of three reconstruc-
tion algorithms, the MTV algorithm, which best matches
the morphological characteristics of the esophagus, was
selected for image reconstruction. The calculated tumor
height showed an error (ΔH) within 1 mm, indicating that
EIT can provide vital information on the position, size,
and electrical properties of esophageal tumors, demon-
strating significant potential for clinical application in
esophageal examinations.

Index Terms – Electrical impedance imaging,
esophageal tumor, finite element inverse problem.

I. INTRODUCTION

Gastrointestinal tumors are a category of high-risk
cancers, accounting for five of the top ten most common
cancer types globally, with esophageal cancer particu-
larly notable for its high incidence and mortality rates [1–
2]. Esophageal tumors, malignant growths originating
from the epithelial tissue of the esophagus, have the best
treatment outcomes when detected early, hence timely
detection can improve patient survival rates [3].

Traditional diagnostic methods for esophageal can-
cer have several limitations. For example, esophageal
biopsies can cause bleeding and other complications, and
CT scans are relatively expensive and involve radiation
exposure. Because of the significant electrical property
differences between tumor tissues and normal tissues
[4], non-invasive and safe electrical impedance tomog-
raphy (EIT) can reconstruct the electrical property distri-
bution of the esophagus, obtain anatomical information,
and facilitate the detection of esophageal conditions, fur-
ther reflecting the positional information of pathological
tissues.

EIT originated in archaeological geophysics and
is characterized by functional imaging. Being non-
destructive and non-invasive, it is gaining extensive
application in medical diagnostics. After decades of
research and innovation, EIT’s clinical utility has been
confirmed in monitoring lung function [5–6] and breast
cancer [7], and it has shown potential in detecting seizure
zones [8], strokes [9], and cerebral edema during dehydra-
tion treatment [10]. In recent years, many research teams
have started using EIT for studies on the gastrointestinal
tract, primarily focusing on the stomach. Research from
the Chinese Academy of Medical Sciences has shown that
EIT can non-invasively detect and assess gastric motility
functions [11], and scholars at home and abroad have
expanded its application to studies on gastric transport,
gastric emptying [12–13], and the relationship between
gastric fluid pH and conductivity [14–15]. Medical diag-
nostics based on EIT mainly involve external monitoring
devices placed outside the monitored area. Recently,
intraluminal impedance tomography has also been devel-
oped. For instance, evaluating the efficacy of localized
prostate cancer ablation using a multi-electrode urethral
impedance probe [16], and a needle-based impedance
imaging system for tissue classification [17].
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However, research on esophageal wall impedance
imaging is still in its early stages. In this study, utiliz-
ing the structural information and prior knowledge of
the conductivity of esophageal tissues and tumors, and
employing a detection balloon device with a four-layer
electrode array at varying depths, we analyze esophageal
tissue functions and determine the location of esophageal
tumors through model design, finite element calcula-
tions, and reconstruction algorithms.

II. THEORETICAL METHOD
A. Model establishment

Based on the optimal structure discussed later in this
paper, the model was constructed and algorithm anal-
ysis was performed using the balloon detection device
shown in Fig. 1 (a). The detection balloon contains four
arrays of sensing electrodes, spaced 20 mm apart, with
each array consisting of six uniformly arranged elec-

(a)

(b)

Fig. 1. (a) Detection balloon and (b) esophageal model
structure.

trodes. Data collection for the electric field is achieved
by slowly infusing the sealed balloon, allowing the sur-
face electrodes of the balloon to make sufficient contact
with the inner wall of the esophagus.

The human esophagus is approximately 25-30 cm
in length, varying with individual chest lengths, has a
wall thickness of 3-4 mm and a diameter of about 2
cm, and contains three narrow sections. By integrat-
ing esophageal tissue structure information, a three-
dimensional EIT electric field model of a healthy esopha-
gus and esophageal tumors was established using COM-
SOL to solve the forward problem. In studying the
impact of the placement of a balloon within the esoph-
agus on its morphological structure, the modeling con-
sidered two typical forms: Type 1 containing narrow
sections and Type 2 without narrow sections. Healthy
esophageal tissue is divided from the inside out into
three layers: the mucosal layer, muscle layer, and outer
layer, with respective thicknesses of 1 mm, 2 mm, and
1 mm. A two-dimensional cross-sectional structure of
esophageal tissue is shown in Fig. 2 (b). The electrode-
covered length of the esophagus is 10 cm, with tumors
located at 5 cm (h5) and 8 cm (h8) positions in both Type
1 and Type 2, resulting in a model of the esophagus with
a radius of 2, as shown in Fig. 2.

Fig. 2. Three-dimensional simulation model of the
esophagus: (a) Type 1 including narrow areas, (b) model
1 h5, (c) model 2 h8, (d) Type 2 excluding narrow areas,
(e) model 3 h5, and (f) model 4 h8.

B. UD optimization theory

The electrode array was optimized using a uniform
design (UD) method based on finite element simulation.
UD was introduced by Fang and Wang [18] in 1980, uti-
lizing number theory to uniformly distribute sampling
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points in space. This method enhances optimization effi-
ciency, making it widely applicable in experiments. The
general steps for multivariate optimization are as fol-
lows:

(1) Identify the variables and their search ranges, and
set an appropriate number of levels for each vari-
able.

(2) Select an appropriate UD table. Typically, a UD
table is denoted as Un(qm), where n represents the
number of experimental runs, m represents the num-
ber of variables, and each variable has q levels [19].

(3) Determine the variable combinations based on the
UD table and conduct the experiments.

(4) Analyze the experimental results to identify the
”optimal” variable combination that corresponds
to the maximization/minimization of the objective
function.

(5) Based on the optimal variable combination, narrow
down the search range for the next round of experi-
ments. Repeat this process until the objective func-
tion stabilizes, at which point the final variable com-
bination is obtained.

In this experiment, the standard deviation of cur-
rent density is used to evaluate the uniformity of current
distribution within the body. By comparing the standard
deviations under different electrode array configurations,
the configuration that yields the most uniform current
distribution can be selected. The mathematical expres-
sion for the electrode array optimization objective func-
tion is:

σJ =

√
1
N

N

∑
i=1

(Ji − J)2, (1)

where Jiis the current density value at the i-th sampling
point, J is the mean current density, and N is the total
number of sampling points.

C. Solving the forward problem

The solution to electrical impedance imaging is
derived through Maxwell’s equations, which formulate a
mathematical model for the electromagnetic field prob-
lem. Here, the forward problem involves knowing the
conductivity distribution within a region and the bound-
ary drive signals, and solving for the voltage distribu-
tion both inside and at the boundaries, essentially solv-
ing the boundary value problem of the electromagnetic
field. The excitation current generates a specific electro-
magnetic field in the target area and, using electromag-
netic field theory, an EIT mathematical model is con-
structed. The potential distribution function ϕwithin the
field and the conductivity distribution function σsatisfy
the Laplace equation:

∇• [σ (x,y)∇φ (x,y)] = 0,(x,y) ∈ Ω. (2)

The boundary conditions are:
φ (x,y) = f (x,y) ,(x,y) ∈ ∂Ω, (3)

σ (x,y)
∂φ (x,y)

∂n
= j (x,y) ,(x,y) ∈ ∂Ω. (4)

In equations (3) and (4), ∂Ω represents the bound-
ary of the field domain, f represents the known boundary
potential, jrepresents the current density flowing into the
field domain Ω, and n represents the outward unit normal
vector of the field domain.

In the simulated esophageal model, the electrical
conductivity parameters are set as follows: mucosal con-
ductivity is 1.02 S/m, muscle conductivity is 1.16 S/m,
outer layer conductivity is 0.82 S/m, and electrode con-
ductivity is 5.96×107 S/m. Tumor staging is an impor-
tant means to evaluate the development of cancer, based
on factors such as tumor size and depth of invasion.
T1a denotes an early-stage tumor, while T2a represents
an intermediate stage of cancer with a larger tumor
size. To simulate different stages of tumor tissue, the
esophageal lesion sizes and conductivities are set accord-
ing to Table 1 in references [20–22].

Table 1: Tumor parameters of the esophagus
Parameter T1a T2a

Radius (mm) 2 3
Conductivity (S/m) 2.98∼3.21 3.65∼4.28

This study used 10 kHz, 5 mA alternating current for
excitation. The adjacent excitation mode was employed,
where current was injected between two adjacent elec-
trode pairs, and the differential voltage was measured
across other adjacent electrode pairs. This process was
repeated with different electrode pairs until all pairs were
used for excitation, resulting in a total of 504 boundary
voltage data points used for EIT image reconstruction.

D. Image reconstruction

The inverse problem of EIT involves determining
the distribution or changes in bioelectric resistivity given
known voltage distributions and boundary information.
A simulation was conducted using COMSOL and MAT-
LAB, and a mesh was generated in EIDORS. The voltage
data obtained from the forward simulation was used to
reconstruct the esophageal EIT images using three algo-
rithms: Laplace prior Gauss-Newton method, Tikhonov
regularization, and conjugate gradient.

The Laplace prior Gauss-Newton method is per-
formed within a Bayesian inference framework to esti-
mate the posterior distribution of model parameters. The
objective function is expressed as:

S(θ) =
N

∑
i=1

(yi − f (xi;θ))2 +λ
M

∑
j=1

|θ j|. (5)

In this context, λ is the regularization factor con-
trolling the strength of the regularization term and |θ j|
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represents the L1 norm, which encourages sparsity in the
parameters θ j.

The motivation behind regularization methods is to
address the numerical instability caused by ill-posed
problems. The Tikhonov regularization method intro-
duces a penalty term with an L2 norm to constrain the
solution, and its objective function can be expressed as:

ET ik(g) =
1
2
‖ Ag−b ‖2

2 +λT ik ‖ L(g− ḡ) ‖2 . (6)

In equation (6), the first term is the fidelity term and
the second term is the penalty term. λT ik is the regulariza-
tion factor, ḡ is the estimated value obtained from prior
information, and L is a specific differential operator.

Modified total variation (MTV) regularization
defines the minimization objective function for three-
dimensional EIT as:

E(σ ,u) = min
σ ,u

{ 1
2 ‖Vmeasured −Vsimulated(σ) ‖2

2 +
λ1 ‖ σ −u ‖2

2 +λ2 ‖ u ‖ TV

}
.

(7)
In equation (7), Vmeasured represents the actual mea-

sured voltage data and Vsimulated(σ) represents the simu-
lated voltage calculated based on the current conductiv-
ity distribution σ . λ1 and λ2are regularization parameters
that control the contribution weights of the smoothing
term and the total variation term to the overall optimiza-
tion problem.

This function is used with an alternating minimiza-
tion method. When u is fixed in equation (8), σ is
updated to minimize the difference with the measured
voltage and the auxiliary variable. When σ is fixed in
equation (9), u is updated to minimize the difference
with σ and the total variation. By alternately fixing u
and σ , the nonlinear conjugate gradient method and the
split Bregman method are used to iteratively solve for σ
and u. Convergence is checked by examining whether ‖
σ (k+1)−σ (k) ‖ is less than a preset threshold or whether
the maximum number of iterations has been reached:

σ (k+1) = argmin
σ

{ 1
2 ‖Vmeasured −Vsimulated(σ) ‖2

2 +

λ1 ‖ σ −u(k) ‖2
2

}
,

(8)

u(k+1) = argmin
u

{
λ1 ‖ σ (k+1)−u ‖2

2 +
λ2 ‖ u ‖ TV

}
. (9)

The image quality is quantitatively evaluated using
the correlation coefficient (CC) and relative error (RE),
and the accuracy of tumor localization is assessed using
the height error (ΔH) method.

(1) Correlation coefficient

The correlation coefficient evaluates the correlation
between the actual conductivity distribution and the
reconstructed result, defined as:

CC =

z
∑

i=1
(ξ ∗ − ξ̄ ) · (ξ − ξ̄ )

z
∑

i=1
(ξ ∗ − ξ̄∗)2 ·

z
∑

i=1
(ξ − ξ̄ )2

. (10)

(2) Image relative error

The image relative error evaluates the deviation
between the reconstructed conductivity distribution
and the actual conductivity distribution, assessing
the deviation between the reconstructed image and
the ideal image. It is defined as:

RE =
‖ξ ∗ − ξ‖ 2

‖ξ‖2
. (11)

In this context, ξ represents the actual distribution
of electrical conductivity within the field, ξ̄ denotes
the mean of ξ , ξ ∗ signifies the computed distribu-
tion of electrical conductivity, and ξ̄∗ stands for the
mean of ξ ∗. A smaller RE and a closer CC to 1 indi-
cate a more accurate reconstruction of the image.

(3) Height error

Establishing a coordinate system with the electrode
covering the esophageal section, with the center
of the bottom cross-sectional circle as the coordi-
nate origin, let the actual height of the tumor be H
and the simulated calculated height be h. Then, the
height error is defined as:

ΔH = |H −h|. (12)

A smaller height error, ΔH, reflects a better recon-
struction of the imaging results.

III. EXPERIMENTAL RESULTS AND
ANALYSIS

A. Optimization of electrode array

Table 2 lists the five parameters to be optimized
along with their respective optimization ranges. Below
are the criteria and explanations for selecting these
parameters:

(1) The electrodes are attached to the surface of the
balloon, with the width represented by the central
angle. Furthermore, the product of the electrode unit
width and the number of electrodes in a single layer
must be less than 360◦.

Table 2: Electrode array optimization parameters
Variable Unit Level

L Electrode length mm [5.2,14.8]
D Electrode width deg [20,32]

T Electrode thickness mm [1.2,2.4]
S1 Number of electrodes per layer [3,15]

S2 Number of electrode layers [1,13]
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(2) The product of the electrode length and the number
of electrode layers must be less than the length of
the target region.

(3) If the number of electrodes results in a decimal
value, then it should be rounded to the nearest
integer.

Table 3 presents the UD for the first round of elec-
trode array optimization. Un(135) UD was selected, with
a deviation D=0.0194, indicating good uniformity that
meets the design requirements of this study. The num-
bers in parentheses represent the sampling points of UD,
and the actual optimization parameters can be calculated
based on the corresponding sampling points. For exam-
ple, the first sampling point combination in Un(135) is
(11, 6, 10, 2, 3), which corresponds to the variable com-
bination of optimization parameters (L, D, T, S1, S2) as
(13.2, 25, 2.1, 4, 3).

Table 3: UD table for the first round of electrode array
parameter optimization

No. L D T S1 S2

1 13.2(11) 25(6) 2.1(10) 4(2) 3(3)
2 9.2(6) 27(8) 2.4(13) 8(6) 10(10)
3 8.4(5) 32(13) 1.4(3) 9(7) 2(2)
4 6(2) 26(7) 1.3(2) 13(11) 11(11)
5 14.8(13) 28(9) 1.5(4) 12(10) 5(5)
6 11.6(9) 24(5) 1.2(1) 7(5) 7(7)
7 14(12) 21(2) 2.3(12) 11(9) 1(1)
8 6.8(3) 22(3) 1.9(8) 10(8) 12(12)
9 7.6(4) 31(12) 1.6(5) 3(1) 9(9)

10 5.2(1) 29(10) 2(9) 6(4) 6(6)
11 10.8(8) 30(11) 1.7(6) 5(3) 13(13)
12 10(7) 20(1) 1.8(7) 15(13) 4(4)
13 12.4(10) 23(4) 2.2(11) 13(12) 8(8)

According to the UD update method, the optimiza-
tion trajectory of the electrode array is shown in Fig. 3.
As can be seen from Fig. 3, after three rounds of UDs,
the objective function tends to stabilize and reaches its
minimum value. The optimal parameters of the electrode
array are shown in Table 4.

Table 4: Optimal electrode array structural parameters
L (mm) D (deg) T (mm) S1 S2

10 30 1.9 6 4

B. Positive simulation results

Figure 4 presents the simulation results obtained
using the finite element method under uniform exci-
tation conditions, with Fig. 4 (c) showing the two-

Note: The parameters for the 11th experiment were inconsistent
and thus excluded.

Fig. 3. Trace plot of electrode array optimization.

dimensional cross-sectional electric potential distribu-
tion of esophageal tumors. There is a significant differ-
ence in the electric potential distribution between healthy
esophagi and those with tumors, for the same esophageal
morphology. Furthermore, when the tumor position is
fixed, the electric potential distribution varies with differ-
ent esophageal morphologies. Figure 5 shows the aver-
age voltage and voltage dynamic range results for six
scenarios obtained by simulating the esophagus with-
out tumors in two esophageal morphologies, and with
tumors of radii 2 mm and 3 mm at positions 5 cm and
8 cm in the esophagus. The voltage dynamic range is

(a) (b)

(c) (d)

(e) (f)

Fig. 4. Simulated distribution of esophageal potential: (a)
Type 1 healthy esophagus, (b) model 1, (c) model 2, (d)
Type 2 healthy esophagus, (e) model 3, and (f) model 4.
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(a) (b)

Fig. 5. (a) Average voltage and (b) voltage dynamic
range of different models.

defined as:

VDR = 20log10

(
Vmax

Vmin

)
dB. (13)

In the formula, Vmaxand Vminrepresent the maximum
and minimum voltage, respectively.

In the two types of models with tumor radii of 2 mm
and 3 mm, the average voltage in the esophagus with
tumors is lower than in the healthy esophagus, reflect-
ing that the higher electrical conductivity of tumor tis-
sue reduces the local potential. This result validates the
application value of impedance imaging in distinguish-

Fig. 6. Relationship between changes in boundary voltage and tumor location: (a) tumor located at 30◦, (b) tumor
located at 90◦, (c) tumor located at 150◦, and (d) tumor located at -90◦.

ing between normal and pathological esophageal tissues.
Meanwhile, the smaller voltage dynamic range indicates
the high quality of the model reconstruction.

To investigate the effect of tumor position at differ-
ent locations on boundary voltage, Fig. 1 (b) establishes
a Cartesian coordinate system for the cross-section with
the tumor located at 2 cm, recording the tumor position
through angles. Figure 6 shows the variation in boundary
voltage during one-fourth of the excitation signal cycle
when electrodes 1 and 2 are the excitation electrode pair
and the tumor is located at 30◦, 90◦, 150◦, and -90◦,
with the other adjacent electrodes serving as measure-
ment electrodes. To facilitate better comparison of the
data in the figure, the measurement values of electrode
pair 6-7 are symmetrical about y=0. When the tumor is at
30◦, the adjacent electrodes are 1 and 6. It can be clearly
seen from Fig. 6 (a) that the largest changes are observed
in the measurement electrode pairs 5-6 and 6-7, which
are adjacent to the tumor. Similarly, in Figs. 6 (b-d), it is
found that the closer the electrodes are to the tumor area,
the greater the changes in the relevant measurement elec-
trode pairs. This result suggests that the trend of changes
in measurement electrode pairs can be used to prelimi-
narily locate the tumor position.
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C. Reconstructed image comparison

In this study, we employed the Laplace prior Gauss-
Newton method, the Tikhonov regularization algorithm,
and the MTV algorithm to reconstruct EIT images of
the esophageal model. The imaging results were pre-
sented as two-dimensional slices with 0.01 mm inter-
vals. Figures 7 (a-c) illustrate the conductivity distribu-
tion of the esophagus at 4 cm, 5 cm, 6 cm, 7 cm, and
8 cm. Due to the inherent smoothness of the Tikhonov
regularization algorithm, the conductivity differences
between esophageal tissue and tumors were significant
and had clear boundaries, resulting in a blurred bound-
ary between the target and background regions [23]. The
application of the MTV algorithm ensured the contrast
of the reconstructed images, with better edge preser-
vation, effectively mitigating the excessive smoothing
issue caused by the Tikhonov algorithm. Table 2 pro-
vides a quantitative analysis of the imaging results at dif-
ferent layers using the correlation coefficient and rela-
tive error. Additionally, the reconstruction times for the
Laplace prior Gauss-Newton method, Tikhonov regu-
larization algorithm, and MTV algorithm were 1.163 s,
1.124 s, and 0.654 s, respectively.

(a)

(b)

(c)

Fig. 7. Reconstruction images of different layers of the
esophagus: (a) GN (Laplace prior), (b) Tikhonov regu-
larization (TK), and (c) MTV.

The results in Table 5 show that the imaging cor-
relation coefficient of the MTV algorithm ranges from
0.797 to 0.845, and it has the smallest relative error.
The imaging quality using the Laplace prior Gauss-
Newton method and Tikhonov regularization algorithm
is reduced by an average of 24.02% and 16.96%, respec-
tively. Therefore, due to its superior imaging quality
and real-time performance, the MTV algorithm is par-
ticularly suitable for EIT in clinical esophageal detec-

Table 5: Evaluation of reconstructed images from differ-
ent positions

Algorithm Position CC RE

GN 0.706 0.268
TK 4 cm 0.814 0.232

MTV 0.845 0.196
GN 0.723 0.256
TK 5 cm 0.784 0.244

MTV 0.797 0.213
GN 0.687 0.236
TK 6 cm 0.765 0.241

MTV 0.811 0.217
GN 0.715 0.258
TK 7 cm 0.782 0.237

MTV 0.830 0.193
GN 0.692 0.247
TK 8 cm 0.812 0.239

MTV 0.823 0.201

tion scenarios that require handling large-scale high-
dimensional data.

Using the MTV algorithm, the conductivity was
set to 3.65 S/m, 3.94 S/m, and 4.28 S/m according to
the conductivity range for a tumor radius of 3 mm as
shown in Table 1. Voltage data were collected for each
conductivity setting, and image reconstruction was per-
formed using the conjugate gradient algorithm. Figure 8
shows that as the conductivity increases, the color of the
esophageal lesion in the reconstructed image becomes
darker, which corresponds to the actual situation.

Fig. 8. Tumor reconstruction image slice.

D. Positioning analysis

Using the MTV algorithm for EIT, the 3D recon-
structions of two different esophageal shapes with 2 mm
tumors located at 5 cm and 8 cm are shown in Fig. 8.
The tumor locations are indicated by black arrows in
Figs. 8 (b-d). Table 6 presents the tumor layer height h
after imaging and the results of evaluating the 3D recon-
structed esophageal tumor positions using height error
ΔH. Quantitative analysis shows that ΔH is within 1 mm,
further demonstrating that the esophageal reconstruction
images obtained using this impedance imaging algorithm
are closer to the original model, making tumor localiza-
tion more accurate. This also proves the feasibility of
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(a) (b) (c) (d)

Fig. 9. Results of three-dimensional reconstruction of the
esophagus based on simulation data: (a) model 1, (b)
model 2, (c) model 3, and (d) model 4.

Table 6: Height error of tumors at different locations
Parameter Model 1 Model 2 Model 3 Model 4

H (mm) 50.42 80.90 40.26 80.86
ΔH (mm) 0.42 0.90 0.74 0.68

using EIT for detecting esophageal tumors and its capa-
bility in localizing tumor regions.

IV. CONCLUSION

This study employed the UD method to optimize
the electrode array and established EIT models for both
healthy esophagus and esophagus with tumors at dif-
ferent locations. We discussed the boundary voltage
changes of tumors at different positions on the same
horizontal plane, noting that the measurement electrode
pairs nearest to the tumor exhibited the most significant
changes. This trend was used for the preliminary local-
ization of the tumor. The Laplace prior Gauss-Newton
method, the Tikhonov regularization algorithm, and the
MTV algorithm were employed for image reconstruction
of the esophageal model. The MTV algorithm achieved
the highest imaging correlation coefficient and the small-
est relative error, while requiring the least amount of time
and providing the best imaging quality. MTV method
was used to reconstruct the 3D structure of the esoph-
agus, and tumor position evaluation through height error
ΔH showed that all errors were within 1 mm. This
demonstrates the capability of EIT in localizing tumors.
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Abstract – A 2.44 GHz high gain circular polarized (CP)
patch antenna is designed, fabricated and tested for oper-
ation while mounted on a rotating cutting drum of a min-
ing or excavation machine. This design incorporates a
radiating element that is elevated above the ground plane
to increase the antenna gain. The design utilizes a single
feed source and a square truncated corner patch to pro-
duce CP radiation. The gain of the final design reached
9 dBi with a sufficiently CP axial ratio and more than
−25 dB cross-polarization isolation. This system enables
the data communication between the rock cutting tools
installed on the machine and the unit to enable the remote
monitoring of tool conditions as well as identification of
the formations being mined.

Index Terms – Circular polarization, high gain, mining
and excavation equipment, patch antenna.

I. INTRODUCTION

The mining industry is considered to be inherently
dangerous, where workers are constantly exposed to
risks such as confined spaces, dust, falling debris and
heavy machinery [1, 2]. In response to the working con-
ditions at various mining operations, there has been a
trend in the mining and heavy civil construction indus-
tries towards the automation of excavation equipment,
primarily aimed at minimizing operator presence in haz-
ardous environments. This project seeks to advance this
mission by developing a sensing system for various exca-
vation units such as continuous miner (CM) or similar
machines equipped with a pick cutter drum. Figure 1
shows an example of this machine. The sensing sys-
tem, called “Smart Pick” or “Smart Bit” will provide
the necessary data to operate the machine as if opera-
tives were in close proximity to the machine. These data
include cutting forces on the pick cutters which allows
for monitoring bit wear and identification of the forma-

tion being mined. This is based on the measurement of
cutting forces on the picks and analysis of signals using
AI and ML algorithm for feature extraction to enable
the machine to perform the above noted goals. Cutting
force is combined with additional information such as
drum rotation speed, thrust, rate of penetration, and drum
torque/power to allow for identifying the type of rock
being excavated. These data also have the potential to
increase operational efficiency through the analysis of
equipment wear data. Bit sensors, which are customized
capacitive or piezoelectric load sensors, are installed
between the pick cutter and the bit block mounted on
the cutting drum.

To transfer data from the rotating cutting drum to
an onboard computer, control system or base remote sta-
tion for analysis and real time monitoring of the working

Fig. 1. Picture of a continuous miner commonly used in
mining of coal, trona, salt and soft rock types. Pick cut-
ters are mounted on a drum to apply force and break the
rock [14].
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conditions, specialized antennas were developed to col-
lect and transmit the data from the cutting tools to the
control unit. The data transmission component should
function in an environment that involves dust, presence
of water or moisture in the air, impact by objects, and
very high intensity vibration.

A block diagram of the system can be seen in Fig. 2.
The yellow traces represent the signal output from each
pick’s sensor. These data are then aggregated and pre-
processed on the drum (orange box), and then transmit-
ted by the designed data transmission system through
the circular polarized (CP) antenna. Given the possi-
bility of impact and interferences, a protective system
had to be installed to prevent damage to the antenna by
the impact of other objects. The protective system has
to be designed in such way not to interfere or impede
data transmission. As such, a special box was designed
to offer protection against impact to the antennas. The
transmitting and receiving antennas are placed inside the
shown protective green box/cover.

Fig. 2. Overall system configuration.

The antennas were required to have the following
specifications for good communications: operation at
2.44 GHz, more than 6 dBi of gain, CP radiation and
more than −25 dB isolation from the cross-polarized
radiation. The unlicensed 2.44 GHz operation was cho-
sen to be compatible with the rest of the communication
hardware [3]. More than 6 dBi was selected to ensure a
strong wireless link in the presence of debris, dust and
water in the operational environment. This was deter-
mined through the Friis transmission equation. CP was
necessary because the input data will be from the cut-
ting tools on a rotating drum/cutterhead, thus putting
the antennas at constantly changing orientations. Lastly,
strong isolation of the cross polarized radiation is use-
ful to reject any reflections produced in the underground
environment [4].

Many different designs were reviewed to completely
comprehend how a patch antenna might be optimized to
this application [5–13]. Through this review, the eleva-
tion of the patch antenna above the ground plane stood

out as a common strategy to develop high gain patch
antennas.

II. L-SHAPED PATCH ANTENNA DESIGN

The current antenna design was initially based on
the typical design outlined in [15, 16]. However, this
published antenna design utilized copper sheets with-
out any substrate backing for rigid support. The sub-
strate backed antenna in Fig. 3 creates a more physically
robust design which is required for the current applica-
tion, given the harsh environment the antenna will be
experiencing and the need for amplification of the sig-
nal. The substrate utilized was FR4 with εr = 4.4 and
electric conductivity σ = 0.02. Furthermore, the antenna
incorporates a two-piece patch: the main radiating ele-
ment and a triangle vertical patch acting as a feed. The
main radiating element is oriented parallel to the ground
plane and utilizes a square, with truncated corner patch
shape to produce CP radiation. This patch is elevated
above the ground plane, leaving an air gap. The air gap
acts as a low loss substrate, which contributes to the high
gain in the proposed design. The small triangle patch,
which is perpendicular to the ground plane, is used to
feed the radiating element. Figure 4 shows the connec-
tion between the two patch components along with the
coaxial center pin joint. The coaxial center pin is fixed
directly at the bottom point of the triangle. This trian-
gle acts as an efficient feeding method and contributes
to the gain by directing more energy in the broadside
direction and reducing losses that occur on the sides of
the antenna. Lastly, a large ground plane is utilized to
direct more energy in the broadside direction and further
increase the gain. Right-hand and left-hand circularly
polarized (RHCP and LHCP) antennas were designed
and fabricated based on this design methodology and
configuration.

Fig. 3. Fabricated LHCP L-shaped patch antenna.
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Fig. 4. Inside view of solder joint of L-shaped patch.

A. Protective antenna covers

Given the violent, dusty, wet, underground environ-
ment, the antenna must have some functional protection.
Thus, protective antenna covers were designed and fabri-
cated. The box can also be sealed from air circulation to
prevent gases from entering the area around the antenna,
a measure that would be critical in getting pertinent certi-
fications for the use of this system in gassy environments
such as underground coal mines. The antenna utilizes a
vertical coaxial feed as shown in Fig. 5. This required a
two-piece cover, with a top and bottom portion, to act as
enclosure. Furthermore, a 90-degree connector had to be
used on the coaxial connection to allow for the design of
a flat cover for a flush mounting solution on the drum.
This cover is shown in Fig. 6.

Fig. 5. L-shaped patch antenna coaxial feed.

B. Simulations

The simulations were conducted using the computa-
tional electromagnetic simulator (CEMS v5) which uti-

Fig. 6. L-shaped patch protective antenna cover.

lizes the finite difference time domain (FDTD) method
[17, 18]. The RHCP and LHCP simulated models can be
seen in Fig. 7. Figure 8 shows a dimensioned image of
this design. The corresponding values for each dimen-
sion are shown in Table 1. These designs were optimized
in the simulation tool for the requirements described in
the introduction section. Various simulated results are
shown in Figs. 9 to 13. Figure 9 shows input reflec-
tion of −20 dB at 2.44 GHz for the LHCP and RHCP
simulations. Moving into the far field results, less than
1 dB AR is shown at broadside direction for both mod-
els in Figs. 10 and 11. Lastly, in Figs. 12 and 13,
more than −25 dB cross-polarized isolation and 9 dB

Fig. 7. L-shaped patch LHCP and RHCP simulated
antennas.

Fig. 8. L-shaped patch antenna with dimensions defined.

Table 1: L-shaped patch dimension values
Parameter Dimension (mm)

W 120
D 54.5
T 51.5
Δt 19.25
H 11

ΔH 10
L 32.25

ΔL 14.5
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Fig. 9. L-shaped patch LHCP and RHCP simulated S11.

Fig. 10. L-shaped patch LHCP AR in xz (left) and yz
(right) planes.

Fig. 11. L-shaped patch RHCP AR in xz (left) and yz
(right) planes.

Fig. 12. LHCP simulated radiation patterns with realized
gain in xz (left) and yz (right) planes.

of gain are shown. Thus, the simulated model meets all
requirements.

A separate set of simulations with two antennas
were also conducted to collect simulated S21 data which
will later be used to verify the antenna gain. The simu-
lations were conducted with a co-pol antenna pair and a
cross-pol antenna pair. Figures 14 and 15 show the sim-
ulation setups. The antennas are separated by 22 mm

Fig. 13. LHCP simulated radiation patterns with realized
gain in xz (left) and yz (right) planes.

Fig. 14. RHCP+RHCP antenna simulation (co-pol) con-
figuration.

Fig. 15. RHCP+LHCP antenna simulation (cross-pol)
configuration.
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from ground plane to ground plane. The correspond-
ing S21 results are shown in Fig. 16. As expected, in
a line-of-sight transmission set up, the co-pol antennas
are most efficient with −9.8 dB S21 when compared to
the cross-pol S21 of −30 dB. The cross-pol antenna pair
would be used in an application where a reflection of the
wave between transmit and receive occurs, such as radar
systems. At that time the S21 would be in the order of
−9.8 dB.

Fig. 16. RHCP+RHCP (co-pol) and RHCP+LHCP
(cross-pol) simulated S21.

C. Fabrication and testing

Two RHCP and two LHCP antennas were fabri-
cated as seen in Figs. 17 and 18. For brevity, one of
each polarization will be shown with its correspond-
ing measured results. The holes on all four corners of
the antenna ground planes are for the plastic mounting
screws of the antenna covers. These antennas were then
tested, and results were compared with the simulated
data.

The antenna S11 was measured using a VNA where
the covered and uncovered antennas are shown in
Fig. 19. The data collected was then plotted with the
simulated data to allow for a comprehensive comparison.
These plots are shown in Figs. 20 and 21, where Fig. 20

Fig. 17. Fabricated LHCP L-shaped patch antenna.

Fig. 18. Fabricated RHCP L-shaped patch antenna.

Fig. 19. Covered and uncovered S11 measurement set up.

Fig. 20. L-shaped patch antenna LHCP S11.

shows a LHCP antenna S11 and Fig. 21 shows a RHCP
antenna S11. Through these figures, a close correlation
is seen between the three traces. The covered measure-
ments appear to result in a better S11 when compared
to the simulation and the uncovered measurement. Thus,
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Fig. 21. L-shaped patch antenna RHCP S11.

the fabricated antennas preform as expected and the cov-
ers do not cause any negative effects on S11.

The S21 measurement set up for two of the LHCP
antennas when they are covered and uncovered is shown
in Fig. 22. This setup is used to measure the S21 to ver-
ify the simulated realized gain values shown in Figs. 12
and 13. Providing the simulated and measured S21 val-
ues at 2.44 GHz are close, it can be assumed that the
gain of the fabricated antennas is close to that of the sim-
ulated value. The antennas are separated by 22 mm from
ground plane to ground plane. Like the simulation, this
test was conducted with co-pol antenna combinations
and cross-pol antenna combinations. The results are plot-
ted in Figs. 23 and 24. The covered and uncovered mea-
sured data nearly matched the simulated data in the co-
and cross-pol cases. The measured data has more loss in
the S21 measurement due to cable losses. Furthermore,
the covered and uncovered data are similar. Overall, the
covered and uncovered measured data shows the realized
gain of the fabricated antennas is likely close to the sim-
ulated realized gain of 9 dB. Lastly, the data also shows
that the covers have no negative effects on the ability of
the antennas to transmit data.

Fig. 22. Covered and uncovered S21 measurement set up.

Fig. 23. Co-pol antenna S21 measurement.

Fig. 24. Cross-pol antenna S21 measurement.

Finally, radiation patterns of the fabricated anten-
nas were measured in the Electrical Engineering Depart-
ment’s anechoic chamber. The chamber is pictured in
Fig. 25. The range utilizes a single ridge source horn
as shown in Fig. 26. Thus, circular polarization mea-
surements were not able to be taken in one sweep.
As a workaround, the Eθ and E /0 components of each
antenna were measured in the xz and yz planes. These
are visualized in Figs. 27 and 28. The source horn ridges
are simply aligned with whichever component is being
measured and the antenna is swept from −90 to 90.
These were then compared with the simulated Eθ and
E /0 in both planes to confirm the fabricated antenna radi-
ation patterns. These results are plotted in Figs. 29 and
30. Through close examination of the normalized data,
it can be concluded that the simulation and measured
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Fig. 25. Anechoic chamber.

Fig. 26. Anechoic chamber source horn in vertical (left)
and horizontal (right) orientations from the view of the
AUT.

Fig. 27. L-shaped patch Eθ and E /0 components for the
LHCP antenna xz (right) and yz (left) planes.

Fig. 28. L-shaped patch Eθ and E /0 components for the
RHCP antenna xz (right) and yz (left) planes.

Fig. 29. L-shaped patch LHCP normalized Eθ and E /0
plot for the xy (top) and yz (bottom) plane.

results match very closely in both antennas for both
planes. Thus, the radiation patterns and axial ratios of
the fabricated antennas will be the same as the simulated
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Fig. 30. L-shaped patch RHCP normalized Eθ and E /0
plot for the xy (top) and yz (bottom) plane.

models. Lastly, the results show the covers do not neg-
atively affect the radiation patterns or axial ratio of the
antennas.

III. CONCLUSION

The mining industry’s transition to automation
allows enhancement in safety and operational efficiency
amidst its inherent hazards. This project contributes to
this transition by developing a sensing system for a typ-
ical rock excavation machine equipped with a pick cut-
ter drum. The project seeks to enable remote operation
of the machine by providing crucial real time opera-
tional data for efficient control and maneuvering of the
machine as well as data on wear condition of the cutting
tools. Through the integration of capacitive or piezoelec-
tric load sensors into the cutter drum’s pick cutters and

the development of high-gain antennas for data transmis-
sion, this project addresses key challenges in the transi-
tion toward automation, especially in underground min-
ing operations. The L-shaped patch antenna design was
optimized through simulations, fabricated and validated
through testing. Additionally, the protective antenna cov-
ers ensure functional protection without compromis-
ing antenna performance. Lastly, the L-shaped patch
antenna fulfills the stringent requirements by utilizing
various gain increasing design aspects. This project sets
a benchmark for the integration of wireless data trans-
mission and load sensing technologies in the mining
industry.
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Abstract – In this paper, a tunable metamaterial absorber
(MMA) based on active frequency selective surface
(FSS) is proposed, which can dynamically tune three
absorption bands. The equivalent circuit model (ECM)
was used to design the MMA and elucidate its mech-
anism of switchable absorption. By changing the state
of the PIN diode in the lossy layer and FSS layer, the
absorption frequency can be tuned continuously. The
tuning of the three absorption bands from S- to C-band is
achieved. The numerical simulation results show that the
described MMA can achieve a bandwidth of 6.2 GHz and
can dynamically tune between 1.86-2.70 GHz, 2.42-5.29
GHz, and 4.16-8.10 GHz. The reflectivity is lower than
-10 dB, and the fractional bandwidth reaches 125.3%. In
addition, the MMA’s prototype was produced and mea-
sured. The measurement results are generally consistent
with the simulation results.

Index Terms – Frequency selective surface, microwave
absorber, pin diode, tunable absorber.

I. INTRODUCTION

Metamaterial absorber (MMA) is a new type of arti-
ficial electromagnetic structure [1, 2] which converts
the energy of incident electromagnetic waves into other
energy to achieve perfect absorption. MMA is used in a
variety of applications, such as stealth systems [3], elec-
tromagnetic interference [4], and reducing radar cross
section (RCS) [5, 6]. In recent years, there has been
much research based on MMA. Landy firstly proposed
a perfect MMA [7]. Although the advantages in thick-
ness and absorption rate are obvious, the bandwidth
still needs to be expanded. As a result, the researchers
began to study methods to achieve broadband absorption
and obtained fruitful results [8–10]. An ultra-wideband
MMA based on the cascade of multilayer resistive films

has been reported, achieving an absorption rate of over
98% between 4.9-22.6 GHz and stable performance at
oblique incidence [11]. However, due to the complexity
of the electromagnetic environment, the absorber with
fixed frequency bands has certain limitations. Tennant
and Chambers utilized dipoles loaded with PIN diodes
instead of resistance films to tune the reflectivity cover-
ing the spectrum from 9 GHz to 13 GHz, providing a new
idea for absorption performance [12].

A tunable MMA based on four split semi-circle
resonators was proposed in [13], which tunable band-
width covered 3.8-6.8 GHz. To enhance the controllable
range, an MMA based on four-axis symmetry was intro-
duced, which can attain a tunable bandwidth of 1.6-8.0
GHz [14]. Although the tunable bandwidth increased,
the absorption rate was less than 90%. Then, an active
MMA based on a circular open-loop band splice strategy
was demonstrated, ensuring perfect absorption of each
resonant peak and achieving bandwidth reconfigurability
from 2.9 GHz to 8.12 GHz [15]. However, the complex
feed network was difficult to apply. To solve this prob-
lem, a MMA based on the parasitic capacitance of the
PIN diode has been designed [16]. Even though it had a
great advantage in adjustable bandwidth, it was limited
by the unpredictable parasitic capacitance of PIN diodes
and could not be applied in practice. Therefore, design-
ing a broadband tunable MMA is technically very chal-
lenging.

This paper designs a bandwidth-reconfigurable
MMA. The absorber consists of a lossy layer and a
switchable frequency selective surface (FSS) layer. The
loss layer is equipped with PIN diodes, which are respon-
sible for adjusting the impedance of the absorber to
change the absorption frequency. The switchable FSS
layer is loaded with PIN diodes, which control the trans-
mission and reflection states. The absorber can achieve
the continuously varying reflection coefficient below -
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10dB in the band of 1.86-8.10 GHz, and the thickness
is only 11.5 mm.

II. DESIGN AND ANALYSIS
A. Structure of the absorber

The unit structure is shown in Fig. 1. The lossy
layer is designed with two opposite irregular hexagons
in which a PIN diode NXP BAP 70-03 [17] is inserted
into the gap. The switchable FSS layer consists of four
90◦ crossed slotted metal strips in an array arrangement,
where a PIN diode SMP1340-079LF [18] is inserted at
the split of each cross-metal strip. There is also a metal
ground at the bottom of the MMA. The metallic portion
of the lossy layer and switchable FSS layer are composed
of copper and printed in periodic arrangement on the
Rogers 5880 with thickness of d1 and d2 (relative per-
mittivity of 2.2, dielectric loss of 0.0009), respectively.
Each layer is separated by a polymethacrylimide (PMI)
foam with thickness of h1 and h2. The period of the unit
cell is p. The parameters are (mm): d1 =d2 =0.254, h1
=h2=5.5, p=19.5, b=2.7, a=1.5, t=1.5, w=0.5, v=18,
s=3.2, m=2.4, g=1.2.

Fig. 1. Structure of the design: (a) the primary structure
of the proposed MMA, (b) the primary structure of the
lossy layer, and (c) the primary structure of the switch-
able FSS layer.

CST Microwave Studio was adopted to simulate the
electromagnetic response of MMA. The reflection coef-
ficient was obtained by simulation as shown in Fig. 2.
Three different states cover the frequency band of 1.86-
8.10 GHz. The lossy layer is equivalent to two dipoles
with a quarter-wavelength. Depending on the resistance

and current characteristics of the PIN diodes, their resis-
tance can be controlled by the forward current of the
external bias voltage. The resistance shown is the equiv-
alent resistance of the active device of the lossy layer
at different currents. The on-state and off-state of the
PIN diode in the switchable FSS layer are denoted by
ON and OFF, respectively. The PIN diodes loaded on the
switchable FSS layer are treated as radio frequency (RF)
switches, which are equivalent to small resistors and
inductors in the on-state. However, they are equivalent
to large resistors and capacitors in the off-state. The sim-
ulation results show that the reflection coefficient of the
MMA is changed by adjusting the equivalent resistance
of the lossy layer and the state of the switchable FSS
layer. When the PIN diodes of the switchable FSS layer
are in the off-state, the equivalent resistance of the lossy
layer is 75 Ω, and the reflection coefficient is lower than
-10 dB in the frequency band of 1.86-2.77 GHz. Simul-
taneously, the equivalent resistance of the lossy layer is
adjusted to 175 Ω, and the reflection coefficient is less
than -10dB in the frequency band from 2.43 GHz to 5.20
GHz. In order to produce absorption effects in the fre-
quency band of 4.14-8.10 GHz, the PIN diodes of the
switching FSS layer are in the on-state, and the equiva-
lent resistance of the lossy layer is 200Ω.

Fig. 2. Reflection coefficient of the MMA calculated
from CST for normal incidence.

When the PIN diode is in the on-state, the switch-
able FSS layer presents a reflective plane. Based on the
metal shielding characteristics, incident electromagnetic
waves cannot penetrate this layer, and the effective thick-
ness of the MMA is h1. When the PIN diodes are in
the off-state, the incoming electromagnetic wave passes
the switchable FSS layer to reach the metal ground, and
the effective thickness of the MMA is h1+h2. There-
fore, the effective thickness of MMA can be changed by
adjusting the state of the PIN diodes on the switchable
FSS layer, which enables switching between different
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Fig. 3. Simulated reflectivity at different oblique inci-
dence θ .

frequency bands. Under oblique incidence θ , the reflec-
tion coefficient of the MMA is shown in Fig. 3. MMA
has little effect on performance between 0 and 30◦.

B. Equivalent circuit of the absorber

Figure 4 shows the equivalent circuit model (ECM)
of this MMA. The ECM of MMA consists of two parts,
including the lossy layer circuit and the switchable FSS
layer circuit. The equivalent circuit structure of the lossy
FSS layer includes C1, C2, C3, L1, L2, and R. C1 is
the capacitance effect generated by the gap between the
units in the lossy layer. The gap capacitance between the
hypotenuse sides of the hexagonal in the lossy layer is
regarded as C2. C3 is the gap capacitance in the mid-
dle gap of the lossy layer. L1 and L2 both represent
the equivalent inductance of the hexagonal to the lossy

Fig. 4. ECM of the proposed wideband reconfigurable
MMA.

layer. The equivalent circuit of the switchable FSS layer
includes L3 and Zdiode. L3 is the equivalent inductance
of the metal strip on the switchable FSS layer. Zdiode has
two states, including the on-state and the off-state. The
substrate is equivalent to lossy transmission line mod-
els, where the substrate thickness is represented by h1
and h2, and their characteristic impedances are repre-
sented by Zh1 and Zh2, respectively. In this paper, the
absorption rate is improved by reducing the reflectivity.
When the input impedance Zin of the MMA matches the
free space impedance Z0, the reflectivity of the MMA is
diminished.

The input impedance of the overall MMA is:

Zin = ZL||Z2, (1)

ZL =

(
R|| 1

jωC2
+ jωL1

)
|| 1

jωC3
+

1
jωC1

+ jωL2,

(2)

Z2 = Zh1
Z1 + jZh1tanβ1h1

Zh1 + jZ1tanβ1h1
, (3)

Z1 = (Zdiode + jωL3) || jZh2tan(β2h2), (4)

Zdiode =

{
RON + jωLON on− state
ROFF + 1

jωCOFF
off− state , (5)

where ZL represents the impedance of the loss FSS later,
and β1 and β2 are the phase constants of the substrate
(Zh1) and the substrate (Zh2).

The reflection coefficient of this MMA is expressed
as:

Γ =−20log
Zin −Z0

Zin +Z0
. (6)

When the resistance is very small, it is equivalent
to the PIN diode in the on-state. The PIN diode of the
switching FSS layer is in the on-state, causing the gaps
in the structure to connect. This layer acts as an ideal
reflector, and the equivalent thickness of the MMA is
shortened to h1. At this point, if the equivalent resistance
of the PIN diode in the lossy layer is adjusted to 200
Ω, this MMA produces a wide absorption band at high
frequency. The PIN diode is in the off-state when the
equivalent resistance is large. When the switchable FSS
layer’s PIN diodes are turned off, this layer is regarded
as a transparent window. The thickness of the MMA
increases and the absorption peak is generated in the
medium frequency band. In addition, when the equiva-
lent resistance of the lossy layer’s PIN diodes was tuned
to 75 Ω, the absorption band moved to a lower frequency.
Therefore, the absorption frequency band variation of the
absorber is affected by the combined action of the PIN
diode in the lossy layer and the switchable FSS layer.

Comparison between the simulation results of ECM
and the simulation results of CST can well verify the
correctness of the equivalent circuit model. As shown in
Fig. 5, the curve of the two results coincides well.
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Fig. 5. Reflection coefficient of MMA from CST and
ECM.

C. Analysis of absorption mechanism

Figures 6 (a) and (b) show the vector current density
and electric field distribution of resonant points at 2.1
GHz and 3.47 GHz, at which point all PIN diodes in the
switchable FSS layer can be in the off-state. Figure 6 (c)
shows the vector current density and electric field distri-
bution at the resonance point of 6.0 GHz when the PIN
diodes in the switchable FSS layer are in the on- state.

At different resonance points, the PIN diode of the
lossy layer exhibits induced current and correspondingly
generates a strong electric field. This indicates that the
energy of the incident wave is dissipated by the equiva-
lent resistance of the PIN diode in the lossy layer. At 2.1
GHz and 3.47 GHz, the electric field is distributed on the
conductive metal of the lossy layer and the switchable
FSS layer. The current is distributed across the conduc-
tive metal of the lossy layer. The difference equivalent
resistance of the PIN diode in the lossy layer changes the
input impedance of the MMA and thus affects the res-

Fig. 6. Vector current density distribution and electric
field distribution of MMA: (a) f = 2.1 GHz, (b) f = 3.47
GHz, and (c) f = 6.0 GHz.

onant frequency of the MMA. At 6.0 GHz, the electric
field is distributed over the lossy layer conducting the
metal, while the current flows between the lossy layer
and the switchable layer. The existence of the FSS layer
is equivalent to a switching ground plane, which realizes
the thickness change of the MMA.

III. EXPERIMENTAL VERIFICATION

The DC bias feed network of the MMA is shown
in Fig. 7. The lossy layer’s feed network arrangement
is shown in Fig. 7 (a), which has paths that allow DC
flow. Figure 7 (b) shows a switchable FSS layer feed net-
work arrangement. The switchable FSS layer separately
sets multiple dedicated bias lines and connects the anode
and the cathode of the PIN diode to different bias lines
without affecting the absorption effect of the structure.
In addition, the main reason for introducing RF chokes
is to eliminate the effect of the feed network on MMA.
Based on the analysis of the above simulated results, a
13×13 absorber sample was fabricated using printed cir-
cuit board (PCB) technology. The overall size of the sam-
ple is 277.5 mm×257.5 mm.

To affirm the proposed MMA, the reflection coeffi-
cient is measured by the free space method in the direct
measurement method in the microwave darkroom. The
measurement environment and the sample to be tested
are shown in Fig. 8. Two wideband horn antennas (LB-
10125-SF) working in 1-12.5 GHz [19], one for trans-
mitting and one for receiving, are connected to the vec-
tor network analyzer via coaxial cable. During measure-
ment, the DC voltage sources provide different bias volt-
ages for the lossy layer and the switchable FSS layer
PIN diodes. The resistance value of each PIN diode
under different bias voltages is predicted by measuring
the forward current value of the channel. To prevent the
absorber to be measured from being damaged by exces-
sive voltage, a resistor can be inserted into the circuit for
voltage division. Figure 9 shows comparisons between
simulation results and measure results. In general, the
absorber has frequency reconfiguration characteristics.

Fig. 7. MMA’s vector current density and electric field
origin of resonance: (a) feed network of the lossy layer
and (b) feed network of the switchable layer.
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(a)

(b) (c)

Fig. 8. (a) Measurement environment of the proposed
MMA, (b) the lossy layer, and (c) the switchable FSS
layer.

Fig. 9. (a) Relationship between on-state current and
resistance and (b) comparison between simulation results
and measured results.

The simulation results are in agreement with the mea-
sured results.

IV. CONCLUSION

This paper proposes a wideband reconfigurable
MMA for electromagnetic shielding in different bands
(S, C). The MMA structure comprises a lossy layer
and a switchable FSS layer. The absorption band tuning
can be achieved by reasonably adjusting the PIN diode
state of each layer. Under normal incident conditions,
the absorber can achieve a bandwidth of 6.2 GHz and
is dynamically tuned between 1.86-2.70 GHz, 2.42-5.29

GHz, and 4.16-8.10 GHz. The thickness of the MMA is
only 11.5 mm, with a fractional bandwidth of 125.3%.
Additionally, this design holds promising applications in
electromagnetic cloaking and shielding.
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Abstract – In this study, a numerical analysis-based
design methodology of monolithic microwave integrated
circuit (MMIC) attenuators on a GaAs-based microwave
integrated passive device (IPD) technology is presented.
The designs have 0 dB, 3 dB, 4 dB, 6 dB, 10 dB, 12
dB, 20 dB, and 30 dB attenuation from DC to 40 GHz.
The attenuators are designed for a maximum RF power
of 26 dBm and a maximum die area of 0.25 mm2. The
circuits are physically compact but electrically large. The
finite element method and Method of Moments (MoM)-
based analyses are used. The MoM-based solutions show
close correlations with the measurements. The measured
return losses are better than 20 dB, and insertion loss
variation is less than 0.5 dB across the entire band. This
paper explains the detailed design steps and numerical
electromagnetic setup to achieve first-pass success.

Index Terms – Finite element method, GaAs inte-
grated passive device, Method of Moments, monolithic
microwave integrated circuit, wideband attenuator.

I. INTRODUCTION

In recent years, millimeter wave radios entered our
daily lives as integrated with several different types of
consumer equipment, from 5G cellular handsets to auto-
motive radars. These radios utilize many die products,
packaged chips, or modules in their architectures. The
type of architecture varies depending on the application.
While high-volume products use all integrated solutions
on a single die, mostly on complementary metal oxide
semiconductor (CMOS) technology, the others favor
combining bare dies from different technologies for sev-
eral different reasons, such as design flexibility, perfor-
mance, and lower development costs. The advancement
of packaging technology resulted in reduced associated
costs and rises in yield. Therefore, many applications uti-
lize system-in-package (SiP) solutions where dies devel-
oped on cost-effective semiconductor processes are put
together. This, coupled with the high overhead cost of
the modern semiconductor process, made the system
architects revisit every portion of the system for proper

technology considerations. The integrated passive device
(IPD) process is one of the cost-efficient solutions for
passive microwave networks. The IPD can be developed
on different bases such as high-resistance silicon wafers,
GaAs wafers [1–7], layered ceramic substrates in either
low-temperature co-fired ceramic (LTCC) [8] or high-
temperature co-fired ceramic (HTCC) form [9], and sev-
eral recent ones such as graphene [10, 11]. Although
they essentially serve the same purpose, their electrical
specs vary. The silicon and GaAs-based IPD processes
are widely used for SiP solutions. Even though silicon
has several times higher thermal conductivity than GaAs
with less risk of local overheating under high power, the
GaAs devices are more resilient to radiation exposure
owing to the high proton absorption coefficient. In addi-
tion, the GaAs process allows higher voltage ratings than
silicon, such as 8V, 28V, and 50V, by utilizing epitax-
ial layers with proper electrical properties, enabling them
to be compatible with GaN power processes. GaAs IPD
technologies have been used for the design of various
microwave circuits.

Modern wireless communication systems, from
beamformers to RF front-ends, utilize many control
products, such as attenuators, switches, and phase
shifters in the signal chain. They are used for con-
ditioning the signal’s amplitude, phase, and direction
through the multi-throw switches. Among all the control
products, attenuators are used ubiquitously, after almost
every other component in a cascaded system, for the
proper amplitude adjustments of the signals. Three types
of attenuators are used in RF systems; fixed, voltage-
variable, and digital-step.

Fixed-value attenuators, which are also called PADs,
are passive devices that provide a flat attenuation value
across the specified frequency range. The fixed attenu-
ators are classified as narrow-band (tuned), broadband,
or high-power. Voltage-variable attenuators use analog
DC control voltages for the attenuation level adjust-
ment in a continuous manner [18], whereas digital step
attenuators use serial or parallel control bits for discrete
attenuation adjustment. Step attenuators are cascaded
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blocks of switchable fixed attenuators that utilize single-
pole single-throw (SPST) switches to be switched in or
bypassed using digital bits [16], [17]. The on-resistance
and off-capacitance of these SPST switches should be
considered in the design of the attenuator. These attenua-
tors have binary-weighted attenuation values and usually
take values such as 0.25, 0.5, 1, 2, 4, 8, and 16 dB [19].
The switch structures in digital attenuators can be real-
ized using PIN diodes, MESFET, MOSFET, and pHEMT
devices [20].

The building blocks of all the attenuators are resis-
tors. However, several different topologies can be con-
structed with these resistors. The three significant topolo-
gies of attenuators are Tee, Pi, and Bridged-Tee topolo-
gies, as seen in Fig. 1. Although all topologies can essen-
tially be used to obtain the desired attenuation levels,
some topologies are preferred over others depending on
the number and value of the resistors as well as the sys-
tem requirements.

Fig. 1. Attenuator topologies: (a) Tee, (b) PI, and (c)
Bridged-Tee.

The value of series and shunt resistors are calculated
by solving the voltages and currents using Kirchoff’s
voltage and current laws. The attenuators are symmetri-
cal and reciprocal devices allowing identical component
values around the mid-symmetry line. The resistance val-
ues can be extracted using the characteristic impedance
and attenuation value in dB [23], [24]. Equations (1)
and (2) show the calculation of the series resistor values,
R1T, and the shunt resistor value, R2T, in Tee topology.
Equations (3) and (4) show the calculation of the series
resistor values, R1P, and the shunt resistor value, R2P, in
PI topology. Equations (5) and (6) show the calculation
of the series resistor values, R1B and the shunt resistor
value, R2B in Bridged-Tee topology.

R1T = Z0∗
(

K −1
K +1

)
, (1)

R2T = Z0∗
(

2∗K
K2 −1

)
, (2)

R1P = Z0∗
(

K +1
K −1

)
, (3)

R2P = Z0∗
(

K2 −1
2∗K

)
, (4)

R1B = Z0∗ (K −1), (5)

R2B = Z0∗
(

1
K −1

)
), (6)

K = 10(
AT T dB

20 ). (7)

These formulas are for ideal resistors without tak-
ing real resistor models and the connecting metals into
account. However, resistors have parasitic capacitors and
inductors dependent on their sizes, which are dictated
by the resistance values and the level of current they
must handle. The formulas can be updated by replacing
each ideal resistor with a complex model of a real resis-
tor. However, solving analytical equations will be error-
prone as electromagnetic couplings between the struc-
tures would also affect the solutions. As an optimum
solution, we analyzed the topologies to find the one with
the smallest-sized resistors. The resistance values change
with the attenuation levels. The IPD process used in this
study has only one resistor type: thin film resistor (TFR),
which has a sheet resistance of 50 Ω per square. Con-
sidering the attenuator family would include attenuation
levels from as low as 2 dB to as high as 30 dB, it would be
ideal to have the lower value of resistors and not change
too much with attenuation levels. It would be a prime
concern to have all the designs fitting the same die area
and maintaining a broadband response without introduc-
ing too much capacitance. Figure 2 shows the resistor
values versus attenuation levels for the three attenuator
topologies. In general, the solid lines are for the series
resistance, and the dashed lines represent the shunt resis-
tance. The blue curves are for PI-type attenuators, the red
curves are for Tee-type attenuators, and the black curves
are for Bridged-Tee-type attenuators. It is seen from the
plots that the red curves in Fig. 2, which are for the

Fig. 2. Resistance versus attenuation curves: blue: PI,
red: Tee, black: Bridged-Tee.
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Tee-type attenuator, have lower resistance values and
present the least variance over the attenuation levels. In
PI topology, the value of the shunt resistor becomes as
high as 790 Ω, and in Bridged-Tee topology, the value of
the series resistor is as high as 1530 Ω. It is concluded
that the Tee topology or its distributed derivative should
be adopted for this study.

II. DESIGN METHODOLOGY

The attenuator family is designed using a 28V
GaAs-based IPD process. The process contains three
active metal layers, two capacitor options with different
capacitance densities, and voltage durability. The GaAs
substrate has a dielectric constant of 12.88 and roughly
0.0004 tangent loss. The die thickness is around 100 um.
A half-wavelength, 50 Ω line is 70 mum wide and around
1.3 mm long at 40 GHz.

The process has only a 50 Ω per square TFR, which
is co-planar with the first metal layer. The process has
two metal-insulator-metal capacitors and backvia.

All the attenuators designed in this family have
broadband response between DC to 40 GHz frequency
range. The circuits’ die size is as small as possible to
have 0.470 mm × 0.430 mm and 0.430 mm × 0.570 mm,
almost the minimum valid die size in this process. The
attenuators can withstand up to 26 dBm of continuous
RF signal power as the power levels beyond that cause
excessive joule heating on the metal traces. Also, the size
of resistors is adjusted to withstand up to 140◦C tem-
perature values, which complies with a maximum power
level of 26 dBm.

Most of today’s monolithic microwave integrated
circuit (MMIC) attenuators have performance require-
ments such as high power handling, compact area size,
and broadband operation. These requirements are contra-
dictory. The broadband nature of the design favors small
resistor sizes to reduce the associated parasitic capaci-
tance, whereas the high input power requirements dic-
tate larger resistors. A high-power broadband attenuator
with a flat response requires a distributed design with
a detailed device model and its parasitic compensation
over the frequency range.

The Tee-type attenuator has two 150 μm pitch
Ground-Signal-Ground pads, at least two backvias for
ground connection, and a minimum of three resistors.
A complex equivalent circuit model for the TFR resis-
tor and its value-limited simplified model are given in
Fig. 3, where Rcore models the resistor value, Cpar mod-
els the parallel capacitor between metal connections,
Csub and Rsub models shunt substrate parasitic, Lcont,
and Rcont model the parasitic of metal1 to TFR con-
nection. Although the complex model reflects a physics-
based generic model for a broad range of resistance val-
ues, the simplified model also holds its validity for the

Fig. 3. Equivalent circuit of the TFR: (a) complex and (b)
simplified.

range of values used in this study. The Ground-Signal-
Ground pad also has a significant effect on the circuit
performance with its capacitive behavior due to the large
bonding plate. The backvia has an inductive behavior
with roughly 0.4nH per mm.

The attenuator design starts with calculating the
resistor values based on the topology and sizing it
according to the required power. After the resistances
are sized to cope with the rated current, their equiva-
lent model is constructed. To compensate for the capac-
itive parasitic elements of the resistor and capacitance
coming from the pads, low-impedance transmission lines
between series resistors and high-impedance transmis-
sion lines between resistors and pads are used. The line’s
rated current handling ability in those sections limits
the minimum width of high-impedance lines. Sizing the
width of metals below the minimum value specified in
the design manual causes different failure mechanisms
for different types of currents. It is electromigration fail-
ure for direct-current, whereas a joule heating failure
is triggered for the RF currents. The reactive parts will
be matched through these transmission lines to obtain
a broadband attenuator response [21], [22]. The trans-
mission lines are designed mainly with top metal due
to their low sheet resistance, less parasitic capacitance,
and higher power handling. Matching the circuits by tun-
ing the characteristic impedance and electrical length of
transmission lines is done using the equivalent schematic
models. Ultra-wide-band design techniques through sim-
plified real frequency techniques or parametric repre-
sentation of Brune functions can be utilized for the
desired performance [25], [26]. The desired performance
should be achieved by constructing the layout within
the designated area. Fitting the transmission lines, resis-
tances, bond pads, and ground vias within such a tight
area causes lots of electric and magnetic inter-couplings.
Furthermore, the chip ring also causes unwanted feed,
which should also be considered and embedded in the
final response. The size of the die is more than a quar-
ter wavelength at the frequency of interest, making the
designs electrically large. Therefore a successful design
can only be achieved with full-die electromagnetic
simulations.
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The broadband operation of the designs from DC to
Ka-band dictates solving the complex electromagnetic
interactions within the die. Keysight ADS software is
used to find full-chip electromagnetic solutions utiliz-
ing FEM (Finite-Element-Method) and MoM (Method-
of-Moments) numerical methods. Although commercial
software guides the user to set up the simulations, the
parameters such as mesh frequency, mesh density, how
to mesh the vias, how to mesh the transmission line
edges, method of matrix solving (direct, iterative), delta
error level, order of basis function should be tailored for
each structure as these would directly affect the accuracy,
the convergence and the duration of analyses. The opti-
mum settings are structure-dependent and require a good
insight into the method itself [28]. For MoM simulations,
an adaptive frequency plan is selected between 1 MHz
and 40 GHz with a maximum of 50 points. The mesh is
generated based on the highest frequency of simulation,
40 GHz. The mesh density is adjusted to have 50 cells
per wavelength. The computation is done by enabling
the edge mesh and transmission line mesh options, which
help to improve the accuracy. The matrix is solved using
the iterative dense method where the post-solvers are
enabled. For FEM simulations, the same adaptive fre-
quency plan is used. The mesh refinement is done based
on the maximum frequency. The edge and vertex mesh-
ing are adjusted with 0.2 and 0.06 multiples of the esti-
mated conductor width, respectively. As the computation
stop criterion, the delta error is chosen as 0.02, along
with the minimum and maximum number of adaptive
passes of 2 and 15, respectively. The iterative matrix-
solving method with 2nd order basis functions is used.

Besides the planar solutions, to observe the package,
wire-bond, and die interactions, the dies are attached to
50 Ω launcher through the bond wires. The wire bond
effects are captured by using the 3D full-wave electro-
magnetic simulations of various wire and ribbon tran-
sitions based on the FEM. Keysight EmPro software
is used for the 3D simulations. Wire bonding was per-
formed with 25 μm diameter, Au-based wires, whereas
250 μm × 25 μm, Au-based connections are used for
ribbon bonding. Among different profiles, spline shape
and JEDEC5 profile with five-defined coplanar points are
used. It is verified that bond-wire length is more criti-
cal to obtaining better insertion loss than having better
impedance matching [27]. The setup details and param-
eters of both planar and 3D numerical methods are pre-
sented throughout the paper, and the solutions are com-
pared with the measurement results to give the reader a
good insight into the setup dependency and accuracy of
the solution of interest. It is shown that without correctly
setting up a full-die electromagnetic numerical analy-
sis, it is nearly impossible to achieve a first-pass success
MMIC design at millimeter wave frequencies.

In the EM simulations configured with the MoM,
the solution is obtained for 50 adaptive frequency points
swept between DC and 40 GHz. The mesh frequency
is set to 40 GHz with a mesh density of 40 cells per
wavelength. The edge mesh and transmission line mesh
are used for increased accuracy. The matrix is solved
using the iterative dense method. The port solver is
also enabled. The circular shapes in Through-Wafer-
Via (TWV) are simplified with an arc resolution of 45
degrees.

A. 0 dB (THRU) design

Although considered a part of the attenuator fam-
ily, THRU design is a substitute for attenuators in the
system wherever no attenuation is needed. The primary
target spec of the THRU design is to provide a broad
matching and minimum insertion loss in the DC-40 GHz
band. This circuit has the same die size and pad locations
as other attenuators. The return loss value will be better
than 27 dB.

Figure 4 provides an equivalent design schematic for
the THRU circuit. The circuit has a single transmission
line designed as a symmetrical structure. The maximum
value of the line impedance is limited by the minimum
metal width that can handle the current for the 26 dBm
power requirement. The 0 dB attenuator layout is seen in
Fig. 10 (a).

Fig. 4. Schematic of 0 dB attenuator circuit model.

B. 3 dB attenuator design

Figure 5 gives the schematic model design of the
3 dB attenuator. The attenuator complies with the max-
imum RF power of 26 dBm. Since a 3 dB attenuator
dissipates half of that power, the transmission lines and
the resistors are sized wide enough to handle as high
as 90 mA rms current. It has a flat response from DC
to 40GHz with less than 0.6 dB variation. The resistor
values are calculated as R1T=8.6 Ω and R2T=141.9 Ω
according to equations (1) and (2) which corresponds to
0.17 square and 2.84 square of TFR resistors. The 3 dB
attenuator layout is seen in Fig. 10 (c). The design has
0.26 mm2 area.

C. 2 dB, 4 dB, and 6 dB attenuator designs

The 2 dB, 4 dB, and 6 dB attenuators use the same
distributed topology as shown in Fig. 6. All the designs
have a flat response from DC to 40 GHz with less than
10% variation. The circuit is well-matched with a return
loss value of better than 17 dB.
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Fig. 5. Schematic of 3 dB attenuator circuit model.

Fig. 6. Schematic of 6 dB attenuator circuit model.

The circuit is designed as a fully symmetrical dis-
tributed Tee-type architecture. The resistor values are
calculated according to equations (1) and (2) as seen in
Fig. 1. The 2 dB attenuator has the series resistor R1T of
5.7 Ω and the shunt resistor R2T of 215.2 Ω. The 4 dB
attenuator has the series, R1T of 11.3 Ω, and the shunt
resistor, R2T of 104.8 Ω. The 6 dB attenuator has the
series resistor, R1T, of 16.6 Ω, and the shunt resistor,
R2T, of 66.9 Ω where the series resistors correspond to
0.66 squares, and the shunt resistors correspond to 1.34
squares of TFR resistors. The 2 dB attenuator layout is
seen in Fig. 10 (b). The 4 dB attenuator layout is seen
in Fig. 10 (d), and the 6 dB attenuator layout is seen in
Fig. 10 (e).

D. 10 dB and 12 dB attenuator designs

The 10 dB and 12 dB attenuators were designed with
a tight variation of ±0.7 dB across the entire 40 GHz
bandwidth using the same distributed topology. The
flat insertion loss and good broadband matching perfor-
mance are achieved by placing the resistors adjacent to
each other and using low-impedance transmission lines
for pad connections. The equivalent schematic is shown
in Fig. 7. The shunt resistor splints into two parallel ones
to achieve a broader response.

The resistor values are calculated as R1t=26.0 Ω
and R2t=35.1 Ω for the 10 dB attenuator and
R1t=29.9 Ω and R2t=26.8 Ω for the 12 dB attenuator
according to equations (1) and (2). The series resistors
correspond to 0.52 square, and the shunt resistors corre-
spond to 0.7 square TFR resistors for the 10 dB attenua-
tor. The 10 dB and 12 dB attenuator layouts are seen in
Fig. 10 (f) and Fig. 10 (g), respectively.

Fig. 7. Schematic of 10 dB attenuator circuit model.

E. 20 dB and 30 dB attenuator designs

Both 20 dB and 30 dB attenuators were designed
with a flatness target of ±1.6 dB throughout the fre-
quency range. These designs are slightly larger than pre-
vious ones. The return losses are better than 20 dB. The
shunt resistor in Tee-topology is distributed as two par-
allel resistors making it a cross-topology. The equivalent
schematic for the 20 dB attenuator is shown in Fig. 9.
The series and shunt resistors are 40.9 Ω and 10 Ω for
the 20 dB attenuator. The EM simulation view of the
20 dB attenuator is given in Fig. 8. The 30 dB attenu-
ator is realized as a cascade of two identical distributed

Fig. 8. Schematic of 20 dB attenuator circuit model.

Fig. 9. MoM-based EM view of 20 dB attenuator with
meshes.
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cross topologies similar to the 20 dB one, where each one
has 15 dB attenuation. The series resistors are 34.9 Ω,
and each parallel shunt resistor is 36.8 Ω for the 15 dB
attenuator. The 30 dB attenuator has four series and four
shunt resistors. The 20 dB and 30 dB attenuator layouts
are seen in Fig. 10 (h) and Fig. 10 (i), respectively.

Fig. 10. Die micrographs of (a) 0 dB, (b) 2 dB, (c) 3 dB,
(d) 4 dB, (e) 6 dB, (f) 10 dB, (g) 12 dB, (h) 20 dB, and
(i) 30 dB attenuators.

F. Die micrographs

The designed circuits were manufactured on a 6-
inch 28V GaAs IPD process. The wafer has 112 reti-
cles sized 10 mm × 10 mm, including the process con-
trol monitors on the corners. The floor planning of the
reticle is arranged to avoid sub-cuts and to yield the
maximum number of dies. The photos of the selected
circuits are shown in Fig. 10. The wafer is diced and
placed on an expanded grip ring where the singulated
dies remain in their original locations on the wafer. This
allows a location-conscious measurement for determin-
ing the process spread across the wafer.

In Fig. 11, the FormFactor MPS150 probe station
is used for measuring the singulated dies on various
locations of the wafer. The pad metallization in the
GaAs process is Au, which requires softer probe tips to
avoid scratching and ensure better electrical contact. For
this particular measurement, a pair of 150 μm pitched
Ground-Signal-Ground RF probes (Model 40A-GSG-
150-P) with beryllium-copper tips are used. The mea-
surements are taken using the Rohde & Schwarz ZVA67

Fig. 11. Probe station for die level measurement.

Vector Network Analyzer, calibrated at the probe tips
using the ISS 101-190 calibration substrate between DC
and 40 GHz. The small signal measurements reported
here are taken at room temperature, 25◦C.

G. 0 dB attenuator (THRU) results

Figure 12 has simulation and measurement results
for the 0 dB attenuator, namely the THRU circuit. The
measurement agrees with the simulation well for both
insertion and return loss performance.

Fig. 12. Sim vs Mea for 0 dB attenuator: (left) s21 in dB
and (right) s11 in dB.

H. 3 dB attenuator result

Figure 13 shows the simulated and measured inser-
tion loss and input reflection coefficient of the 3 dB atten-
uator. It is seen from the insertion loss plot that a 0.4 dB
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maximum variation is present. The measurement results
were in good agreement with the full-chip electromag-
netic simulations. The FEM simulations and the mea-
surement results of the input reflection coefficient in dB
for all designs are better than 22 dB.

Fig. 13. Sim vs Mea for 3 dB attenuator: (left) s21 in dB
and (right) s11 in dB.

I. 4 dB and 6 dB attenuator results

Figure 14 has simulation and measurement results
for the 4 dB attenuator. The 6 dB attenuator results are
shown in Fig. 15. The simulated and measured insertion
loss shows only a 0.6 dB variation across the frequency
range.

The FEM simulations and the measurement results
of the input reflection coefficient for all designs are bet-
ter than 20 dB. The design’s distributed nature helped
achieve such a wider frequency response.

Fig. 14. Sim vs Mea for 4 dB attenuator: (left) s21 in dB
and (right) s11 in dB

Fig. 15. Sim vs Mea for 6 dB attenuator: (left) s21 in dB
and (right) s11 in dB.

J. 10 dB and 12 dB attenuator results

The simulated and measured performance plot of the
10 dB attenuator is shown in Fig. 16. The circuit has
an ultra-flat broadband response with less than 0.25 dB
variation from DC to 40 GHz, owning to its distributed
design. The reflection coefficient is better than 22 dB.
Insertion loss and return losses exceed the design targets
and agree with the simulated performance.

Fig. 16. Sim vs Mea for 10 dB attenuator: (left) s21 in
dB and (right) s11 in dB

Figure 17 has simulation and measurement results
for the 12 dB attenuator.

K. 20 dB and 30 dB attenuator results

Figure 18 shows the simulated and measured results
of the 20 dB attenuator with only a 0.48 dB varia-
tion across the band. The reflection coefficient is bet-
ter than 23 dB for both measurement and FEM simula-
tion. Figure 19 has simulation and measurement results
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Fig. 17. Sim vs Mea for 12 dB attenuator: (left) s21 in
dB and (right) s11 in dB

Fig. 18. Sim vs Mea for 20 dB attenuator: (left) s21 in
dB and (right) s11 in dB

Fig. 19. Sim vs Mea for 30 dB attenuator: (left) s21 in
dB and (right) s11 in dB.

for the 30 dB attenuator. Both designs have an ultra-flat
response and highly matched behavior across the band.

A comparison of this study and other published ones
is demonstrated in Table 1. This study produced the most
compact fixed attenuators to the best of the authors’
knowledge.

Table 1: Comparison of published fixed attenuators
Ref Atten Freq RL Area Process

(dB) (GHz) (dB) (mm2)

[29] 3 /6 DC-40 23 1 GaAs
[29] 20 DC-40 24 2 GaAs
[30] 5 DC-50 16 0.49 Si
[31] 20 DC-20 27 0.45 Si
[32] 3 /6 DC-18 18 4 ThnFlm
[11] 3 /6 5-40 15 0.35 Graphn
Ours 0 - 12 DC-40 19 0.2 GaAs
Ours 20 / 30 DC-40 24 0.27 GaAs

III. CONCLUSION

A family of Ka-band MMIC attenuator dies with
different attenuation levels has been designed in GaAs-
based IPD process using numerical analyses such as
finite element method and Method of Moments. A clas-
sical attenuator topology is modified as a highly dis-
tributed network to fit in an ultra-compact area and to
achieve the desired performance from DC to 40 GHz
with the aid of a commercially available electromagnetic
solver. The wafer-level s-parameter measurements are
done at the probe station. The comparison of the dif-
ferent numerical solutions with the measurement data
is also reported in the paper. The differences between
the two solutions are due to the EM setup. The Method
of Moments solution uses a finer mesh size and takes
the edge and via effects into consideration; however, the
finite element method is set up for faster simulation by
trading the solution accuracy. The measurement results
show a good agreement with the simulations and prove
the viability of the design methodology.
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