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Abstract

State estimation (SE) processes the real-time measurements and provides
database to energy control centre for safety control of energy systems. Tradi-
tionally Weighted Least Square (WLS) and Weighted Least Absolute Value
(WLAV) based algorithms have been suggested for SE but the development
of very fast computers and parallel processing enable the system engineers to
think of employing the computationally inefficient evolutionary algorithms,
which are known to be robust and stable, in solving SE problems. This
paper suggests a most valuable player algorithm based SE involving WLS
and WLAV objectives one at a time, and presents results on four IEEE test
systems for illustrating its superiority.
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1 Introduction

State Estimation (SE) is a vital process for transforming noisy measurements
into system state at frequent intervals to effectively monitor and control
the energy management systems (EMS) in recent decades. It is designed to
handle uncertainties caused due to errors in measuring and communicating
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systems, errors in mathematical models, etc. The WLS approach has been
popularly employed for SE but well-known to be unstable and sensitive to bad
measurements [1, 2]. To circumvent the drawbacks, weighted least absolute
value (WLAV) schemes employing linear programming (LP) were suggested
but they required large computation time that makes the algorithm compu-
tationally inefficient [3]. The decoupling idea was adapted in SE schemes
to overcome the computational inefficiency, but these methods fail to yield
satisfactory SE, when any of the assumptions of the decoupling concept fails
and sometimes causes oscillating convergence [4].

Majdoub et al. studied how the efficiency of WLS methods is influ-
enced by type and number of measurements, measurement weight and noise
level [5]. Pires et al. outlined a hybrid estimator, blending re-weighted
WLS with Van-Loan’s technique, to perform robust SE in the presence of
bad measurements [6]. Tripathi et al. studied the performances of WLS on
standard power systems [7]. Sharma et al. outlined a software-based multi-
agent model for SE with PMU measurements and employed a modified
Cubature Kalman filter for SE [8]. Mallick et al. suggested a SE scheme that
approximates the current measurements through a fixed observation matrix in
terms of line parameters [9]. Sassan and Mohammad proposed agent-based
modeling for dynamic SE and solved the problem using unscented Kalman
filter [10]. Mehdi et al. presented a SE scheme by modifying the traditional
SE formulation to account voltage-dependent load models and zero injections
as equality constraints [11]. These traditional methods require differentiable
and continuous objective and constraint functions, and may fail to provide SE
on ill-conditioned systems.

New kinds of algorithms, named evolutionary algorithms, have been
popularly applied in solving diversified optimization problems with a view
of overcoming the limitations of traditional methods. Particle swarm opti-
mization (PSO), evolutionary programming, bacterial foraging and artificial
bee colony (ABC) fall in this new family [12]. These algorithms demand
only the calculation of fitness function in obtaining the optimal solution,
unlike classical algorithms. Hee-Myung et al. applied PSO in solving power
system state estimation [13]. Basetti and Ashwani applied self-adaptive
differential evolution in solving SE problem in [14]. Shanmugapriya and
Jegatheesan applied artificial bee colony (ABC) in handling the SE prob-
lem [12]. Recently, Bouchekara proposed a Most Valuable Player Algorithm
(MVPA), belonging to this family, for solving minimization problems in [15].
This MPVA is imitated from the behavior of players in each team of a game
in winning the trophy.
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The computational speed of present day computers has been exponen-
tially increasing and the advent of parallel processing enables fast com-
putations, and creates an opportunity to improve the solution speed of
evolutionary algorithms. This paper thus proposes a new MVPA based SE
algorithm with a view of obtaining numerically stable and robust solution.

2 State Estimation

The SE receives a set of measurements, z, and performs optimization with an
objective of minimizing the error components, e, between the measurements
and their respective functions, h(x) in terms of system state x:

z = f(x) + v (1)

The SE is modeled as a problem of minimizing an objective function in
the form of WLS or WLAV as,

WLS Objective: J = [z − f(x)]TW [z − f(x)] (2)

WLAV Objective: J = [diag(W )]T |z − f(x)| (3)

The former objective can be handled by Newton’s approach, while the
latter one can be solved by applying LP scheme, in addition to considering the
measurement function of Equation (1). Both these approaches need Jacobian
matrix for performing SE. The solution process is well explained in the
existing publications [1–4].

3 Proposed Method

The proposed method exploits the MVPA in performing SE. The MVPA is
a sports game based stochastic optimization technique comprising several
teams of artificial players, and each player in these teams performs well with
a goal of achieving the most valuable player trophy. Each player performance
depends on various skills and is assessed by the score points. The proposed
SE method employing MVPA primarily requires depiction of a player, and
formation of a fitness function (FF). The i-th player of a team is therefore
depicted by a state variables as,

Pi = [skilli,1, skilli,2, . . . , skilli,ns] = [δ2, δ3, . . . , δnb, V1, V2, . . . , Vnb] (4)
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Fitness Function: The fitness function (FF) of each player can be tailored
from the SE problem as,

Maximize FV =
1

1 +O
(5)

where O represents WLS objective for Equation (2) or WLAV objective for
Equation (3).

3.1 Competition Among Players

Each player plays together with his team-mates with a goal of leading the
team as a franchise player. The enhancement of his team can be represented
as,

Ti = Ti + rand× (PF
i − Ti) +K × rand× (PM − Ti) (6)

where
rand: a random number (0 ∼ 1)
PF
i : franchise player in the i-th team.
Ti: i-th team.
PM : the most valuable player.
K: a constant.

3.2 Competition Among Teams

Each team (Ti) attempts to beat randomly selected another team (Tj) by the
following equation:

prob{Ti beats Ti} = 1−
[

FV (Ti)
w

FV (Ti)w + FV (Tj)w

]
(7)

where the superscript-w indicates the probability of winning and FV (Ti)
represents the FV of team-i

If Ti beats the game, then the players in Ti are modified as,

Ti = Ti + rand× (Ti − PF
j ) (8)

Else, the players’ skills in the team Ti are enhanced as,

Ti = Ti + rand× (PF
j − Ti) (9)

3.3 Greediness

Accept the new player as accepted if the new FV is higher than the respective
old FV.
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Figure 1 Flow chart of the DSES.

3.4 Solution Process

The solution process of the developed SE scheme (DSES) is depicted in
Figure 1.

4 Simulation Results

The DSES was tested on 6, 14, 30 and 57 bus IEEE systems [16]; measure-
ments are obtained by including small noise to the load flow results. The
measurements are so chosen that the resulting SE problem is observable.
The proposed method is validated by comparing the results with true voltage
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Table 1 SE for 6-bus system
V ∠θ

Bus No DSES True State WLS ABC [12]

1 1.052∠ 0.000 1.050∠ 0.000 1.040∠ 0.000 1.052∠ 0.000

2 1.086∠− 0.061 1.086∠− 0.063 1.080∠− 0.053 1.091∠− 0.063

3 0.944∠− 0.226 0.942∠− 0.229 0.933∠− 0.225 0.944∠− 0.234

4 0.963∠− 0.170 0.961∠− 0.172 0.953∠− 0.170 0.963∠− 0.176

5 0.918∠− 0.216 0.918∠− 0.219 0.911∠− 0.218 0.919∠− 0.221

6 0.947∠− 0.211 0.945∠− 0.214 0.937∠− 0.213 0.946∠− 0.218

magnitudes and angles, besides comparing with WLS and ABC based SE
methods. Table 1 presents the SE results for 6-bus system along with per-
formance measures of Equations (10) and (11) with a view of exhibiting the
computational accuracy.

∆Vrms =

√√√√ 1

nb

nb∑
i

(Vit − Vi)2 (10)

∆δrms =

√√√√ 1

nb

nb∑
i

(δit − δi)2 (11)

The indices ∆Vrms and ∆δrms are evaluated and furnished in Table 2. It
is seen that the error components of the DSES are lower than WLS and ABC
schemes.

The performance of the DSES has also been studied by randomly choos-
ing three bad measurements in the data set and setting their values as zeros
for 57 bus system. The DSES, WLS and ABC approaches have been applied
on the measurement data set with bad data. The developed algorithms have
then been applied on the measurement set with bad measurements and the
performance measures ∆Vrms and ∆δrms have been calculated from the
estimated system state. The performance measures are plotted in Figures 2
and 3. They exhibit that both the performance measures of the DSES are
smaller than the other two approaches. For instance, the performance mea-
sures of DSES (0.001693, 0.000924) without bad measurement are raised to
(0.001763, 0.001063) after inclusion of bad measurement. This very small
raise indicates that the effect on the estimated system state is insignificant.
But the increase on performance measures by other two approaches cannot be



Most Valuable Player Algorithm Based State Estimation for Energy Systems 301

Table 2 Performance Indices
Test System Index DSES WLS ABC [12]

6 bus ∆Vrms 0.002131 0.004350 0.003314

∆δrms 0.001538 0.008176 0.002657

14 bus ∆Vrms 0.000592 0.000680 0.000671

∆δrms 0.001507 0.001679 0.001603

30 bus ∆Vrms 0.000368 0.000540 0.000490

∆δrms 0.001397 0.001378 0.001282

57 bus ∆Vrms 0.001694 0.001888 0.001863

∆δrms 0.000924 0.000980 0.000967

Figure 2 Effect of bad measurements on performance measure-1 for 57-bus system.
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tolerated as its effect on the system state is significant and provide an estimate
that widely deviates away from the true system state. This study portrays that
the DSES is robust in the sense that it can reject bad measurements effectively
without affecting the final system state.

5 Conclusions

MVPA is population-based stochastic optimization approach for solving
multimodal optimization problems. It is a more stable and robust algorithm,
which are the essential requirements of SE algorithms in addition to being
highly efficient. Considering the fast developments in the speed of recent
computers and parallel processing, a new method involving MVPA has
been suggested for solving SE problems in power systems. The method can
be tailored to possess either the objective of WLS or WLAV without any
modifications in the solution process. The results obtained by the proposed
method have been validated by comparing them with those of standard WLS
and WLAV approaches for all the chosen test systems. The effect of bad
measurements has also been studied on 57 bus-system and illustrated that the
proposed method is able to reject the bad measurements. It can be inferred
that the proposed method is robust, stable and efficient. The presented results
illustrate that the proposed method is robust, stable and efficient.
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