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Abstract

	 Distributed generation (DG) sources are predicated to play major 
role in distribution systems due to the demand growth for electrical 
energy. Location and sizing of DG sources found to be important on the 
system losses and voltage stability in a distribution network. This article 
proposes, an approach to determine the optimal sizing of multiple dis-
tributed generators in radial distribution system at unspecified power 
factor considering different load models. It is shown that load models 
can significantly affect the optimal sizing of DG units in radial distribu-
tion systems. The prior objective is to minimize network power losses 
hence to improve the voltage profile. Various optimization techniques 
are applied on the objective function. A detailed performance analysis is 
carried out on 38-bus radial distribution systems to demonstrate the ef-
fectiveness of the proposed techniques. Performing multiple power flow 
analysis on 38-bus system, the effect of DG sources on the most sensitive 
buses to voltage collapse is also carried out.

Keywords: distributed generation, load models, meta heuristic algo-
rithms, optimal sizing, optimization techniques, radial distribution 
system.

Introduction

	 Distributed Generators are becoming increasingly attractive to 
utilities and consumers because these units produce energy close to the 
load, and are more efficient (less losses), easier to site and have less en-
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vironmental impact. DGs are primarily installed on the distribution and 
sub transmission level networks. Their main technical benefits include 
[1]:

•	 Reduced line losses
•	 Voltage profile improvement
•	 Improved reliability and security

	 Several optimization studies have been performed to quantify 
these benefits and identify DG penetration threshold limits by optimally 
locating and sizing DGs to improve a particular objective, or a combina-
tion of objectives. Authors in [2], has been addressed a novel technique 
for placement of DG in power system. A Genetic Algorithm (GA) based 
approach for sizing and placement of DG keeping in view of system 
power loss minimization in different loading conditions is explained. In 
[3], authors suggested a multi-objective performance index based size 
and location of DG in distribution system with different load models. 
In [4], a method for placement of DG units in distribution networks has 
been presented. The effect of load models on DG planning in distribu-
tion system is investigated in this article. A comparative study of real 
and reactive power loss, real and reactive power intake at the main sub-
station and MVA support provided by installing DG sources for different 
type of load models has been presented in [5]. In [6], particle swam opti-
mization has been used as optimization technique in order to minimize 
performance index based multi-objective function as in [3]. The indices 
were reflecting the effect of multi DG insertion on real and reactive 
power losses of the system, the voltage profile and the distribution line 
loading. Different load models were taken into consideration. Authors 
used third party software called power system analysis toolbox (PSAT) 
for conducting continuation power flow to determine the effect of DG 
units on voltage stability limits. In this article optimal placement of 
multiple distributed generators under different voltage dependent load 
model scenarios in radial distribution systems has been presented using 
different Meta-Heuristic algorithms. A detailed analysis on 38-bus radial 
distribution system [3] for the planning of multiple DGs is made on the 
basis of power loss minimization and extent up to which load models 
can affect the location and size of the DGs. Later, a multiple power flow 
analysis is carried out to determine the effect of DGs on the voltage sta-
bility. The entire technique is built in through a MATLAB platform.
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Load models

	 Distribution system loads are characterized by voltage sensitivity, 
and most distribution load flow programs offer the following standard 
models:

•	 Constant Power – The real and reactive power stays constant as the 
voltage changes.

•	 Constant Current- The current stays constant as the voltage chang-
es.

•	 Constant Impedance- The impedance is constant as the voltage 
changes.

	I n short feeders’ power loss is of great concern and for large feed-
ers voltage stability is great importance. Modeling all loads as constant 
current is a good approximation for many circuits while modeling all 
loads as constant power is conservative for voltage profile analysis [8, 9]. 
Practical voltage dependent load models, that is residential, commercial 
and industrial have been adopted for investigation purpose. Static load 
models are used to represent customer classes, specifically, constant, in-
dustrial, residential and commercial using the following relations:

	

	 (1)

	

	 (2)

Where P0 and Q0 are the nominal real and reactive powers at operating 
point, Pi and Qi are real and reactive power at bus I, Vi is the bus voltage 
and np, nq  are load exponents vary with the type of load shown in Table 
1 and are obtained from a reference given in [6].

Table 1. Load Type and Exponent Values
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	I n the practical situations, loads are mixture of different load types 
depending on the nature of area being supplied. Therefore a load class 
mix of residential, commercial and industrial load is to be investigated 
too where every bus of the system has different types of load connected 
to it. It is assumed that all loads are spot loads.

Problem Formulation
	 The objective is to determine combination of optimal location and 
size of distributed generators that minimize the total real power loss 
under system constraints. The operating constraints are voltage profile 
of the system, thermal capacity of the feeder and radial structure of the 
distribution system. The objective function for the minimization of real 
power loss is described as follows:

	 F = Min (PT, Loss) ……with DGs	 (3)

Subjected to:

Active Power balance constraint:

	 	 (4)

Voltage constraints:

	 	 (5)

	 	 (6)

Reactive power generation constraints

	 	 (7)

Where Vi is the voltage magnitude of bus i, Vmin and Vmax are bus mini-
mum and maximum voltage limits, respectively.

Particle Swarm Optimization (PSO)
	 The PSO was first introduced by Kennedy and Eberhart [10]. It is 
an evolutionary computational model and a stochastic search technique 
based on swarm intelligence. PSO is developed through simulation of 
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bird flocking in multidimensional space. Each particle’s present position 
is realized by the previous position and present velocity information. 
Bird flocking optimizes a certain objective function. Each agent knows 
its best value so far (pBest). This information corresponds to personal 
experiences of each agent. Moreover, each agent knows the best value 
so far in the group (gBest) among pBests. Namely, each agent tries to 
modify its position using the following information:

•	 The current position.
•	 The current velocity.
•	 The distance between the current position and pBest.
•	 The distance between the current position and gBest.

	 Mathematically, velocities of the particles are modified according 
to the following Velocity updating equation:

	 (8)

Where, vm
k is the velocity of agent i at iteration k, r1 and r2 are the ran-

dom numbers between 0 and 1. Xi
k is the current position of agent i at it-

eration k, pBesti is the pBest of agent i, gBest is the smallest of the group. 
Position updating equation:

	 	 (9)

Particle swarm optimization with inertia weight approach
	 Search procedure by PSO deeply depends on pbests and gbest, the 
searching area is limited by pBest’s and gBest. Using pBest’s and gBest, 
PSO changes the current searching points successively. On the contrary, 
IPSO can from jump the current searching points into effective area di-
rectly by the selection me chanism. Agent positions with low evaluation 
values are replaced by those with high evaluation values using the selec-
tion. The replaced rate is called selection ratio (sr).
	

	
	 (10)

Where, wmax is the initial weight; wmin is the final weight; itermax is the 
maximum iteration number; and iter is the current iteration number.
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	 The use of linearly decreasing inertia weight factor w has provided 
improved performance in all the applications. Its value is decreased lin-
early from about 0.9 to 0.4 during iteration cycles. Suitable selection of 
the inertia weight provides a balance between global exploration, local 
exploration, and exploitation, which results in less iteration on average 
to find a sufficiently optimal solution. A large inertia weight facilitates 
a global search while a small inertia weight facilitates a local search. By 
linearly decreasing the inertia weight from a relatively large value to a 
small value through the course of the PSO run, the PSO tends to have 
more global search ability at the beginning of the run while having more 
local search ability near the end of the run.
	 The velocity and position will be updated using (11) and (12).
	

		  (11)
	
	 	 (12)

Harmony Search Algorithm
	 Harmony Search (HS) [11] is one of the evolutionary algorithms, 
imitating the improvisation process of musicians was proposed and has 
been successfully applied to many optimization problems. The harmony 
in music is analogous to the optimization solution vector, and the musi-
cian’s improvisations are analogous to local and global search schemes 
in optimization techniques. The HS algorithm uses a stochastic random 
search that is based on the harmony memory considering rate and the 
pitch adjustment rate so that derivative information is not necessary. In 
the HS algorithm, musical performances seek a perfect state of harmony 
determined by aesthetic estimation, as the optimization algorithm seek a 
best state (global optimum) determined by the objective function value.

Improved Harmony Search Algorithm
	 HS is good at identifying the high performance regions of the solu-
tion space at a reasonable time, but gets into trouble in performing local 
search for numerical applications. In order to improve the performance 
of the HS algorithm and eliminate the drawbacks lie with fixed values of 
HMCR and PAR. An improved harmony search algorithm uses variable 
PAR and BW and an improvisation step [11]. The proposed HIS algo-
rithm has exactly same as classical HS algorithm but with little exception 



32	 Distributed Generation and Alternative Energy Journal	

at the improvisation step, where the HIS dynamically updates PAR. In 
this case, PAR is updated as follows:

	 	 (13)

Where, PAR is the pitch adjustment rate for generation. PARmin is the 
minimum adjustment rate PARmax is the maximum adjustment rate and 
itr is the generation number. In addition, BW is dynamically updated as 
follows:

	 	 (14)

Where, BW is the band width for generation, BWmin, BWmax is mini-
mum, maximum bandwidth.

Global Harmony Search Algorithm
	 A major drawback of the IHS is that the user needs to specify the 
values for BWmin and BWmax which are difficult to guess and problem 
dependent. Inspired by the concept of swam intelligence as proposed in 
particle swam optimization (PSO), a new variation of HS is proposed. In 
a global best PSO system, a swam of individuals fly through the search 
space. Each particle represents a candidate solution to the optimization 
problem. The position of each particle is influenced by the best position 
visited by itself and the position of the best particle in swam. The new 
approach, called global-best harmony search (GHS), modifies the pitch 
adjustment step of the HS such that the new harmony can mimic the best 
harmony in the HM. Thus, replacing the BW parameter altogether and 
adding a social dimension to the HS. Intuitively, this modification allows 
the GHS to work efficiently on both continuous and discrete problems. 
The GHS has exactly the same steps as the IHS with the exception that 
the pitch adjustments step.

Implementation of GHS, IPSO and LSFSA approaches
for optimal placement of DGs in 38-bus radial
distribution system including load models
	 In this section, methods described in previous sections i.e., IPSO, 
GHS and also LSFSA [9, 12] has been implemented to evaluate the op-
timal placement of multiple DGs in a 38-bus radial distribution system 
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including different load models with an objective of minimizing real 
power loss and hence improvement in voltage profile and line loading 
capacity. If the system structure and topology is fixed, all the branches 
between the buses are known, and the evaluations of objective function 
depend only on location and size of the DG. The implementation of GHS 
and IPSO algorithms is same. Both algorithms optimize the location and 
size of multiple DGs with an objective of minimizing real power loss.

Implementation of LSFSA
	 The implementation of LSFSA starts by selecting optimal locations 
using loss sensitivity factors (LSF), procedure for calculation of loss sen-
sitive factors has been already explained in previous chapter. It should 
be noted that, the values of loss sensitivity factors varied according to 
their load models but, this variation is too small so that it can be neg-
ligible. Hence, load models have least effect on loss sensitivity factors. 
Treating that, the locations determined by LSF method are constant for 
all load models. Later, the implemented SA starts by random generation 
of an initial solution based on size of the population. For each solution 
a size of DGs with respect to their pre determined locations is generated 
by the planner with technical justifications. A number of size pairs are 
randomly chosen until the total power loss of the system is near optimal 
for DGs penetration level. At this point objective function is evaluated 
for verifying all technical constraints. If one of them is violating such 
solution is rejected. According to SA theory, the new is population is 
formed comparing old and new solutions and choosing the best solu-
tion among them. This process is repeated until it leads to near optimal 
solution and algorithm stops according to stopping criteria. The main 
advantage in SA is ability to not being trapped at local minima unlike 
GA and PSO [12].

Computational procedure for DG placement
using GHS and IPSO algorithms
Step 1: Read the system data and run the base case load flow and find 

total PL. where total PL is the total active power loss of the system.
Sep 2: Generate the locations randomly out of all buses except the source 

node bus.
Step 3: Place DG at generated node and vary DG capacity from mini-

mum to maximum through optimization technique and find total 
PL.
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Step 4: Evaluate the objective function for different combination of loca-
tions and DG sizes.

Step 5: Store the size of DGs and locations that gives the minimum losses.
Sep 6: Start evolution procedure for new combination and evaluate the 

objective function and compare the solution with previous solu-
tion.

Step 7: Repeat the step 6 for optimum solution until stopping criterion 
reached.

Step 8: Print the final results.

Assumptions made for DG placement
a)	 DG is considered as negative load.
b)	 DG injects active and reactive power.
c)	 The size of the DG should be less than (or) equal to total load de-

mand plus loss of the system (70%).
d)	 The node at which load is connected considered as the location for 

DG.
e)	 The source node is not considered as the location for DG place-

ment.
f)	 The real and reactive power loads were modeled as being voltage 

dependent.

Description of parameters of IPSO and GHS algorithms
	 The parameter selection is simple for IPSO and GHS algorithms, 
the main parameters of these algorithms are population size, number of 
particles, cognitive parameters i.e. c1 and c2, inertia weight factors and 
maximum number of iterations for stopping criterion. An appropriate 
value of population size and number of iterations is related to the com-
plexity of the problem.
	 And for GHS algorithm; the main parameters of these algorithms 
are population size, HCMR, PAR and SI. The values for these parameters 
are selected by the number of trails on the performance on the proposed 
method. In general these values are tuned by conducting number of tri-
als on the performance of the proposed method. The parameter descrip-
tion and assigned values are furnished in Table 2 and Table 3.

Simulation results and discussions
	 Proposed method is tested on 38-bus radial test systems [3]. In this 
study, it is considered that the DG is of Type-3, unlike the situation has 
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commonly been used in the literature. The maximum number of DGs is 
restricted to three in this study, but the developed technique can handle 
any number of DGs. In fact, the number of DGs is purely dependent on 
size of the test system, because inserting as many DGs in the system 
sometimes may result higher power loss. The system is radial distribu-
tion system having 37 branches and 38 buses with connected real and 
reactive power load are 3.607 p.u 1.523 p.u and the real and reactive 
power losses in the system is about 8% of the total load. System data 
is given in [3]. The proposed method was applied to the system to de-
termine the optimal placement of multiple DGs such that the objective 
function is minimized. Maximum penetration of DG is considered in a 
range of (0-0.63) p.u. for this test system. The objective function optimal-
ly minimized under different load models for the test system for GHS, 
IPSO and LSFSA algorithms is shown in Figure 1, Figure 2 and Figure 3 
respectively. As shown in Figure 1, Figure 2 and Figure 3, the objective 
function converges to global optimum solution within a reasonable com-
puting time on an INTEL Core 2 Duo processor; 2.93GHz with 1.96 GB 
of RAM. From Table 4, the computational time required by LSFSA is less 
than GHS and IPSO algorithms because the reason is relieving SA from 
finding optimal locations so that reducing the lot of search space.

Table 2. Parameter description and assigned values of IPSO

Table 3. Parameter description and assigned values of GHS



36	 Distributed Generation and Alternative Energy Journal	

Fi
gu

re
 1

. C
on

ve
rg

en
ce

 c
ha

ra
ct

er
is

ti
cs

 o
f G

H
S 

al
go

ri
th

m
 w

it
h 

di
ff

er
en

t l
oa

d 
m

od
el

s



Vol. 29, No. 2     2014	 37

Fi
gu

re
 2

. C
on

ve
rg

en
ce

 c
ha

ra
ct

er
is

ti
cs

 o
f I

PS
O

 a
lg

or
it

hm
 w

it
h 

di
ff

er
en

t l
oa

d 
m

od
el

s



38	 Distributed Generation and Alternative Energy Journal	

Fi
gu

re
 3

. C
on

ve
rg

en
ce

 c
ha

ra
ct

er
is

ti
cs

 o
f L

SF
SA

 a
lg

or
it

hm
 w

it
h 

di
ff

er
en

t l
oa

d 
m

od
el

s



Vol. 29, No. 2     2014	 39

	 It is observed that in case of constant and industrial load models 
LSFSA has given good results, in case of residential and mixed load 
models IPSO has given better results and in case of commercial load 
model GHS algorithm has given best results than other methods. The 
time taken for IPSO algorithm is relatively large for all load models. All 
evaluations were carried out with self developed MATLAB codes. The 
developed code has an ability to find optimal sizing of any number of 
DGs of different types. The size of each DG unit with respect to their 
location under different load models is given in Table 4. Table 4 shows 
that the optimal sizing and placement of DG units in the system caused 
significant reduction in real power loss was in the range of 66% up to 
76%. The effect of inserting DG units in the system on the voltage profile 
is shown in Figure 4, Figure 5 and Figure 6 for GHS, IPSO and LSFSA 
algorithms respectively for all load models.
	 Summary of voltage profile analysis results for GHS, IPSO and 
LSFSA algorithms has been provided in Table 5, which shows significant 
improvement in the voltage profile for all load models.

Voltage stability analyses for 38-bus RDS considering load models
	 In this section, impact of optimal location and optimal size of DGs 
on voltage stability of the 38-bus radial distribution systems including 
different load models with type-3 DGs only has been analyzed with 
the help of voltage stability indicator developed in [13] and continuous 
power plow, each node or bus stability index (S.I) values are calculated, 
and the bus which has minimum stability index value is recorded as 
the critical bus, which is most sensitive to voltage collapse. Continuous 
power flow program for the test system with and without DGs has been 
developed, in which each node or bus power is multiplied by a load fac-
tor (λ) as P = λPb and then P-V curves has been recorded. Critical bus 
analysis has been carried out and the results were presented in Table 6.In 
Table 6 summary of sensitive bus analysis for 38-bus systems with type 
3 DG has been provided. Figure 7, 8, 9, 10 and Figure 11 shows the varia-
tion of critical bus stability index value and voltage magnitude with the 
increase of the system load for 38-bus system. Form Figure 7 to 11, it is 
observed that the critical bus index value decreases with increase of the 
system load, and its value is close to zero when system’s total power 
closes to the critical loading point. And it is worth noting point that the 
integration of DG in to the system would increases the level of stability 
index and magnitude of voltage for all load models.
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Table 4. Results summary of GHS, IPSO and LSFSA algorithms
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Conclusions

	 In this article, optimal placement of distributed generators in radial 
distribution systems including load models has been presented. The 
proposed algorithms were applied to 38-bus radial distribution systems. 
Obtained results of all algorithms were compared. As summarized in 
Table 6, all algorithms have been shown an improved performance and 
gave better results. The results showed that the proposed algorithms 
were simple in nature and capable of solving optimal placement of 
multiple DGs very quickly (less computation time). The results clarified 
the efficiency of those methods for the improvement of voltage profile, 
loss reduction. Proposed methods can efficiently handle the optimal DG 
placement problem in distribution system including load models. Dis-
tributed Generator affects the system voltage level through the integra-
tion point due to their power injection. They improve the system voltage 
profile and support the voltage stability. This allows the distribution sys-
tem to withstand higher loading condition and defers the construction 
or up gradation of new transmission and distribution infrastructures. 
Since the location of DG has a major impact on the ability to support 
voltage stability. Results shown that optimal placement of DG would 
definitely improve the level of voltage stability.

Table 5. Summary of voltage profile analysis
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Table 6. Summary of critical bus analysis for 38-bus RDS with Type-3 DGs
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