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Abstract

High penetration of wind power plants in power systems resulted in various
challenges such as frequent system imbalances due to highly uncertain and
variable wind generation. Additional spinning reserves and specific balancing
products such as flexible ramp products are used to handle such frequent
imbalances. Incorporation of these ancillary services leads to increased total
operational costs. Increased operational costs should be transferred to wind
power producers as it is caused by wind power plants. This leads to penal-
izing the wind power producers for the deviation of power generation from
forecasts, called deviation charges. These deviation charges can be reduced
by improving the forecasting accuracy. Existing forecasting models show
performance in terms of error matrices. Such error matrices do not indicate
the financial loss associated with it. This can be overcome by expressing
forecasting performance in terms of deviation charge and it will directly
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encourage wind power producers to improve forecasting accuracy or arrange
reserves to accommodate the error. This paper proposes a backpropagation-
based artificial neural network model for reducing deviation charges in this
context. An analysis is conducted on the data collected from the Bonneville
Power Administration (BPA) Balancing Area. Seasonal analysis (Spring,
Summer, Fall, and Winter) is conducted to show the performance of the
proposed model throughout the year. The proposed model performance is
compared with linear regression and ARIMA models. The comparison shows
that the proposed ANN model gives the least deviation charges in the Spring,
Summer, and Winter seasons and deviation charges in the Fall season are
higher than the ARIMA model.

Keywords: ARIMA, artificial neural networks, deviation charges, lin-
ear regression, power system planning, renewable integration, wind power
generation.

1 Introduction

Power systems have been experiencing very high renewable energy integra-
tion to tackle adverse climate changes [12,17,27]. Wind and solar generation
dominate these renewables due to their widespread availability and low-cost
matured technologies [13]. Wind generation shows higher uncertainty than
solar generation, resulting in various operational challenges such as frequent
system imbalances [14]. Additional spinning reserves and specific balanc-
ing products like flexible ramp products are used to handle such frequent
system imbalances [23]. Sometimes times system needs extra generation
due to lower wind generation than expected and other times the system
needs to reduce its generation due to extra wind generation than expected.
Ancillary services are used to handle such situations. These ancillary services
increase total system operating costs [14]. Increased operation cost is usually
transferred to the wind power producers as it is caused by them. Therefore,
wind power producers are penalized for not providing (or providing extra
power than) the committed power. The penalty depends on the deviation of
wind power forecasts from actual generation [24]. These penalties are called
deviation charges.

Deviation charges can be reduced by improving the accuracy of wind
power forecasts [24]. Forecasting accuracy can be enhanced by selecting suit-
able forecasting models [28]. Wind power forecasting got quantum research
attention due to its importance in power system operation planning [25, 29,
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30]. However, most of the existing wind power forecasting studies represent
forecasting performance in terms of various error matrices such as Mean
Absolute Error (MAE, MW), Mean Square Error (MSE, MW 2), and Mean
Absolute Percentage Error (MAPE, %) [6]. These error matrices do not
provide the direct financial impacts of forecasting accuracy. Representing
forecasting performance in terms of financial impacts motivates wind power
producers to improve their forecasts for profit maximization. This neces-
sitates forecasting performance evaluation in terms of financial impacts
such as deviation charges. There is only a little attention towards deviation
charge-based forecasting performance evaluation [3, 5, 15, 18].

Most of the system operations like real-time economic dispatch and
power system flexibility requirement evaluations are done in very short
time frames like 5/15/30/60 minute wise [23]. Power system operational
time frames have been continuously reduced over the period to handle
the uncertain variability of renewable generation [22]. Therefore, deviation
charge estimation with a high resolution like five minutes is required. Several
models such as Numerical Weather prediction [19], time series [7], machine
learning [25], probabilistic [26], and hybrid [21] are mainly used for very
short-term wind power forecasting. However, all these studies show forecast-
ing performance in terms of error matrices and do not provide any direct
indication of the financial impacts of forecasts.

In this context, this paper proposes a very short-term back propagation-
based ANN forecasting model for deviation charge reduction. An analysis
is conducted on five-minute-wise wind generation data collected from the
Bonneville Power Administration (BPA) balancing area. The seasonal anal-
ysis is conducted to analyze the performance throughout the year. Spring,
Summer, Fall, and Winter seasons are selected for analysis. Multi-variable
linear regression and ARIMA models are also implemented along with ANN
for comparison. Results show that the proposed back propagation-based ANN
model shows the least deviation charges in the Spring, Summer, and Winter
seasons and the ARIMA model shows the least deviation charges in the
Fall season. Forecasting performance expressed in deviation charges may
motivate wind power providers to enhance forecasting accuracy further and
it helps them to achieve maximum profits.

The rest of the paper is organized as follows: Section 2 discusses the
mathematical modeling of the proposed very short-term back-propagation-
based ANN, multi-variable linear regression, and ARIMA models. Section 3
explains the equations used for deviation charge estimation. Section 4 gives
the results and discussions of seasonal analysis. Section 5 concludes that the
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proposed ANN model offers the least annual deviation compared to reference
models.

2 Mathematical Modeling of ANN and Reference Models

Mathematical modeling of proposed very short-term back-propagation-based
ANN, ARIMA, and multi-linear regression are given in this section. ARIMA
and multi-linear regression models are used as reference models for deviation
charge comparison.

2.1 Back-propagation Based ANN Model

Artificial Neural Networks (ANN) learn from the training data. The learning
process uses training inputs and outputs. It continuously changes model
parameters (called weights) during learning. It gives output for various inputs
using finalized parameters after training. ANN models are widely used
in various applications like mapping, pattern recognition, and forecasting.
Several types of ANN models such as back-propagation-based ANN are
available [10]. Back-propagation-based ANN is suitable for forecasting due
to its superior learning capabilities. Back-propagation-based ANN is a feed-
forward multi-layer learning model, which commonly uses three layers; input
layer, hidden layer, and output layer. These layers are interconnected through
adjustable weights. A simple feed-forward multi-layer back-propagation
ANN model is shown in Figure 1. The proposed model uses three input

Figure 1 Feed-forward backpropagation ANN model.
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Figure 2 Weight adjustments in back propagation based ANN model.

neurons, 10 hidden neurons, and one output neuron. Weight adjustment in the
proposed feed-forward back-propagation is shown in Figure 2. It shows that
the output of the proposed feed-forward back-propagation neural network
will continuously compare with actual values and the resulting error will be
used to adjust the weights during training. Finalized weights are used for
forecasting during testing [20].

Let X1, X2,. . .Xn and Wk1, Wk2,. . .Wkn are inputs and synaptic weights
of the kth neuron respectively. Uk, bk, a(.) and Yk are the combiner output,
bias, activation function, and neuron output respectively [16]. The combiner
and neuron outputs of the kth neuron can be represented using the following
equations,

Uk =

n∑
j=1

WkjXj (1)

Yk = ϕ(Uk + bk) (2)

Activation potential of the kth neuron can be written as,

Zk = Uk + bk (3)

Zk =

n∑
j=0

WkjXj (4)
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The output of the kth neuron can be redefined using activation poten-
tial as,

Yk ≈ a(ZK) (5)

Several activation functions such as Heaviside, piece-wise linear, and
sigmoid functions are available. The logistic sigmoid function shows superior
performance over other activation functions [2, 16]. Therefore, the proposed
back-propagation ANN model uses the Logistic sigmoid function as an
activation function.

a(z) =
1

1 + epz
(6)

where p is the slope of the logistic sigmoid function.
The Backpropagation algorithm mainly has three steps:

• Step 1: Cost function evaluation

Consider a simple 1-1-1 network (one input (green) - one hidden (blue) –
one output (red) layer) as shown in Figure 3. aL, aL−1 and aL−2 are the
activation functions of the output, hidden and input neurons respectively. L is
the total number of layers in the network. WL, WL−1, WL−2 and bL, bL−1,
bL−2 are weights and bias between layers respectively. Mean square error
can be considered as a cost function and the objective is to minimize the cost
function as much as possible [16,20]. The cost function for an actual value y
is given as,

C = (aL − y)2 (7)

• Step2: Gradient calculation with respect to all weights (Wkn) and
bias (bk)

Figure 3 1-1-1 network.



Wind Power Deviation Charge Reduction using Machine Learning 33

Figure 4 Gradient estimation of L-1.

Gradient estimation of the cost function for neurons connecting layer L and
L− 1 can be explained with the help of Figure 4. It shows the contribution of
different terms to the final layer activation function and cost. The weighted
sum of the last layer (L) can be estimated as the sum of the bias term of the
previous layer (bL−1) and the product of activation aL−1 and weights between
last (L) and previous (L− 1) layers WL−1 [16, 20]. ZL is given as,

ZL = aL−1 ∗WL−1 + bL−1 (8)

Activation of layer L can be written as a non-linear function of the
weighted sum,

aL = σ(ZL) (9)

• Step 3: Weight and bias adjustments based on gradients

Gradient of cost function with respect to weight (WL−1) can be calculated
using chain rule as,

∂C

∂WL−1
=

∂ZL

∂WL−1

∂aL
∂ZL

∂C

∂aL
(10)

∂C
∂aL

, ∂aL
∂ZL

and ∂ZL
∂WL−1

are estimated by taking the partial deviates of Equa-
tions (7), (8), and (9) respectively [16, 20]. These equations are given as,

∂C

∂aL
= 2(aL − y) (11)
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∂aL
∂ZL

= σ′(ZL) (12)

∂ZL

∂WL−1
= aL−1 (13)

Substituting Equations (11), (12) and (13) in (10) gives,

∂C

∂WL−1
= aL−1 ∗ σ′(ZL) ∗ 2(aL − y) (14)

Equation (12) can be estimated by taking the derivative of the Sigmoid
function in Equation (6) [16, 20]. Change in cost function due to change in
bias can be estimated as,

∂C

∂bL−1
=

∂ZL

∂bL−1

∂aL
∂ZL

∂C

∂aL
(15)

∂ZL
∂bL−1

, ∂aL
∂ZL

and ∂C
∂aL

can be estimated by taking the partial derivatives of
Equations (8), (9), and (7) respectively [16,20]. These equations are given as,

∂ZL

∂bL−1
= 1 (16)

∂aL
∂ZL

= σ′(ZL) (17)

∂C

∂aL
= 2(aL − y) (18)

The above equations can be used for weight and bias updation as,

WL−1(t+ 1) = WL(t)− η
∂C

∂WL−1
(19)

bL−1(t+ 1) = bL(t)− η
∂C

∂bL−1
(20)

Change in cost function with respect to the activation function of layer
L− 1 (aL−1) can be estimated using the chain rule,

∂C

∂aL−1
=

∂ZL

∂aL−1

∂aL
∂ZL

∂C

∂aL
(21)



Wind Power Deviation Charge Reduction using Machine Learning 35

Figure 5 Gradient estimation of L-2.

∂ZL
∂aL−1

, ∂aL
∂ZL

and ∂C
∂aL

can be estimated by taking the partial derivatives of
Equations (8), (9), and (7) respectively [16, 20].

∂ZL

∂bL−1
= WL−1 (22)

∂aL
∂ZL

= σ′(ZL) (23)

∂C

∂aL
= 2(aL − y) (24)

These processes have to be repeated for the L − 2 layer. Figure 5 shows
L− 2 layer operations. Change in cost function with respect to WL−2 can be
estimated using chain rule as shown below,

∂C

∂WL−2
=

∂ZL−1

∂WL−2

∂aL−1

∂ZL−1

∂C

∂aL−1
(25)

This can be elaborated by substituting the value of ∂C
∂aL−1

as shown below,

∂C

∂WL−2
=

∂ZL−1

∂WL−2

∂aL−1

∂ZL−1

∂ZL

∂aL−1

∂aL
∂ZL

∂C

∂aL
(26)

∂aL−1

∂ZL−1
and ∂ZL−1

∂WL−2
in the above equation can be estimated as,

∂aL−1

∂ZL−1
= σ′(ZL−1) (27)

∂ZL−1

∂WL−2
= aL−2 (28)
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Figure 6 General network.

Substituting Equations (27) and (28) in (26) gives,

∂C

∂WL−2
= aL−2σ

′(ZL−1)
∂C

∂aL−1
(29)

Therefore, the gradient of C concerning any weight or any bias can be
easily calculated by estimating the derivative of C concerning the activation
function at each layer. This recursive process is called back-propagation as
the gradient propagates in the backward direction. This can be extended to
any general network shown in Figure 6. The number of neurons in each
layer need not be equal always [16, 20]. The cost function, the weighted sum
of layers, and activation of the final layer in a generalized network can be
written as,

C =
1

NL

NL∑
j=1

(ajL − yj)2 (30)

Zj
L =

NL−1∑
k=1

W jk
L−1a

k
L−1 + bjL−1 (31)

ajL = σ(Zj
L) (32)

In the general case, the weighted sum should consider the contributions
of all neurons in the previous layer. Superscripts k and j are used to rep-
resent neurons in the previous layer and current layer, respectively [2, 16].
Gradients of the cost function concerning weights and activation function for
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the generalized network (for L-1 layer, moving back by one layer) can be
written as,

∂C

W jk
L−1

=
∂Zj

L

∂W jk
L−1

∂ajL
∂Zj

L

∂C

∂ajL
(33)

∂C

akL−1

=

NL∑
j=1

∂Zj
L

∂akL−1

∂ajL
∂Zj

L

∂C

∂ajL
(34)

This process can be repeated for layer L-2 (moving back by one more
layer). The gradient of the cost function with respect to weight for the
generalized network can be written as,

∂C

W jk
L−2

=
∂Zj

L−1

∂W jk
L−2

∂ajL
∂Zj

L−1

∂C

∂ajL−1

(35)

Substituting the value of ∂C

∂ajL−1

from Equation (34) in Equation (35)

gives,

∂C

W jk
L−2

=
∂Zj

L−1

∂W jk
L−2

∂ajL
∂Zj

L−1

NL∑
j=1

∂Zj
L

∂akL−1

∂ajL
∂Zj

L

∂C

∂ajL
(36)

Equation (36) shows the recursive calculation for the general network.
These steps can be repeated for biases of the network. Weights will be
updated similarly to the 1-1-1 network case. Forecasts are obtained using
finalized weights [2, 16, 20].

2.2 ARIMA Model

Auto-Regressive Integrated Moving Average (ARIMA) is a widely used time
series forecasting model. It combines auto-regression and moving average
forecasting approaches. Auto-regression uses past time series values called
lags. Moving average uses past errors in the time series called error lags.
ARIMA blends the best part of both models and its performance is superior
to them [1,11]. Therefore, the ARIMA model is implemented for comparison
in the proposed work. ARIMA model for a time series Y can be defined as,

yt = Yt − Yt−1 (37)

yt = ϕ1Yt−1 + et − θ1et−1 (38)
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where et is the random noise occurring at t. ϕ1 and θ1 are auto-regression
and moving average parameters, respectively. Equations (37) and (38) can be
rewritten using Back Operator (BnYt = Yt−n) [1],

yt = (1−B)Yt (39)

yt = ϕ1Byt + et − θ1Bet (40)

Equations (39) and (40) can be merged as [1],

(1− ϕ1B)yt = (1− θ1B)et (41)

Substituting the value of yt in Equation (41) gives final ARIMA
model [1],

Yt =
(1− θ1B)et

(1− ϕ1B)(1−B)
(42)

Equation (42) is used to obtain very short-term wind power forecasts.
Deviation charges are estimated using those forecasts and actual data for
comparison.

2.3 Multi Linear Regression

A multi-linear regression model is also implemented for comparison. It is a
statistical technique used for time series forecasting. It models a dependent
variable using several independent variables [8, 9]. Consider data,

D = (x, u, w, y) (43)

where x,u, and w are independent variables and y is a dependent variable.
The Multi-linear regression model is given as,

ypt = a0 + a1xt + a2ut + a3wt (44)

where a0, a1, a2, and a3 are regression coefficients. These coefficients can be
found by the least square method. The model error can be represented as [9],

Error = et = yt − ypt = yt − [a0 + a1xt + a2ut + a3wt] (45)

where yt and ypt are actual and predicted values, respectively. The objec-
tive is to find regression coefficients for minimum error. The least-square
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minimization is given as [9],

SE = min

N∑
t=1

e2t (46)

SE = min

N∑
t=1

(yt − a0 − a1xt − a2ut − a3wt)
2 (47)

where N is the number of time instants in an interval. Differentiating SE with
respect to a0, a1, a2 and a3 and equating to zero gives,

∂

∂a0
SE =

N∑
t=1

2(y1 − a0 − a1xt − a2ut − a3wt)(−1) = 0 (48)

=
N∑
t=1

(yt − a0 − a1xt − a2ut − a3wt) = 0 (49)

∂

∂a1
SE =

N∑
t=1

2(yt − a0 − a1xt − a2ut − a3wt)(−xt) = 0 (50)

=
N∑
t=1

(yt − a0 − a1xt − a2ut − a3wt)(xt) = 0 (51)

∂

∂a2
SE =

N∑
t=1

2(yt − a0 − a1xt − a2ut − a3wt)(−ut) = 0 (52)

=

N∑
t=1

(yt − a0 − a1xt − a2ut − a3wt)(ut) = 0 (53)

∂

∂a3
SE =

N∑
t=1

2(yt − a0 − a1xt − a2ut − a3wt)(−wi)) = 0 (54)

=

N∑
t=1

(yt − a0 − a1xt − a2ut − a3wt)(wt) = 0 (55)
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Equation (49) can be rewritten as,

N∑
t=1

yt = a0N + a1
∑

xt + a2
∑

ut + a3
∑

wt (56)

Equation (51) can be rewritten as,

N∑
t=1

(xtyt) = a0
∑

(xt) + a1
∑

(xt)(xt)

+ a2
∑

(ut)(xt) + a3
∑(wt)(xt) (57)

Similarly, we can rewrite Equations (53) and (55). Converting all these
equations into matrix form gives [9],

∑
yi∑
yixi∑
yiui∑
yiwi

 =


N

∑
xi

∑
ui

∑
wi∑

xi
∑

xixi
∑

uixi
∑

wixi∑
ui

∑
xiui

∑
uiui

∑
wiui∑

wi
∑

xiwi
∑

uiwi
∑

wiwi



a0
a1
a2
a3

 (58)

Gauss elimination method is used to find a0, a1, a2 and a3. Equation (44)
with estimated parameters is used to obtain very short-term wind power
forecasts. Deviation charges are estimated using those forecasts and actual
data for comparison.

Proposed ANN and Multilinear regression models are implemented in
MATLAB 2021a. ARIMA model is implemented on SAS software. Devia-
tion charge estimation using actual data and forecasts is explained in the next
section.

3 Deviation Charge Estimation

The proposed work shows forecasting performance in terms of deviation
charge rather than simple error matrices as it represents the financial impacts
of forecasting accuracy. This may motivate wind power producers to enhance
forecasting accuracy for profit maximization. Positive and negative fore-
cast deviation create almost similar financial impacts, therefore, deviation
charges are usually calculated using absolute error and absolute percentage
error [5, 18, 24]. Absolute Error (AE) and Absolute Percentage Error (APE)
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can be calculated using the following equations [24].

AE = |Y −Q| (59)

APE =
|Y −Q|

Y
∗ 100 (60)

where Y and Q are the actual wind power generation and forecast at a
particular instant. Deviation charges are estimated for different ranges of
absolute percentage error as the impact on the system will be severe for higher
deviation. Deviation charges are usually avoided for the APE range of 0 to
15 percent as it results in less impact and also for promoting green energy
generation [5, 18]. The deviation charge for the APE range of 15 to 25 % is
calculated as,

DC = 0.5 ∗AE ′ ∗K (61)

where AE ′ is the absolute error above 15 % of APE and K is the Indian Rupee
to the dollar conversion factor. Deviation charge for the APE range 25 to 35
% is calculated as [5, 18],

DC = (0.5 ∗AE ′ + 1 ∗AE ′′) ∗K (62)

where AE ′′ is the absolute error above 25 % of APE. Deviation charge for
the APE above 35 % is calculated as [5, 18],

DC = (0.5 ∗AE ′ + 1 ∗AE ′′ + 1.5AE ′′′) ∗K (63)

where AE ′′′ is the absolute error above 35% of APE. Deviation charges are
estimated at each time instant of a day with a five-minute interval. Deviation
charges of proposed ANN and reference models are compared to show the
superiority of the proposed model.

4 Results and Discussions

Five-minute-wise wind power generation data from the BPA balancing area
(2016 to 2020) is selected for analysis [4]. BPA balancing area has an aggre-
gated wind installed capacity of 3000 MW. Previous time steps and previous
year similar day data are used as inputs, because, these data have shown
a high auto-correlation. Data selection used for proposed ANN, reference
ANN, and ARIMA models are shown in Figure 3. Exogenous factors such
as temperature, pressure, and humidity are not considered for forecasting as
those data show very low and irregular correlations during empirical analysis.
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A seasonal analysis is conducted to show the performance throughout the
year. Spring, Summer, Fall, and Winter seasons are considered for analysis.
Wind power forecasts are obtained using proposed ANN, linear regression,
and ARIMA models, and deviation charges are estimated using absolute
forecasting errors and absolute percentage forecasting errors.

Wind power forecasts of proposed very short-term ANN and reference
models for one day in each season are shown in Figures 7, 8, 9, and 10,
respectively. April 3, July 7, September 7, and December 10 are taken from
the Spring, Summer, Fall, and Winter seasons, respectively. 144 forecasts
(five-minute forecasts from 12:00 AM to 12:00 PM) are only shown to avoid
the difficulty of including 288 forecasts (whole day) in a single plot. Actual
wind power data of the same day was also plotted along with different model
forecasts for comparison. These figures show that the proposed ANN model
forecasts closely follow the actual values in the Spring, Summer, and Winter
seasons compared to linear regression and ANN models. This is due to the
proven learning capabilities of back-propagation-based ANN over time series
models. ARIMA forecasts are slightly closer than proposed ANN forecasts
in the Fall season, however, ANN and ARIMA are closely placed. Linear
regression forecasts are far away from actual values in all seasons as linear
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Figure 7 Data selection.
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Figure 8 Wind power (MW) April 3.
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Figure 9 Wind power (MW) of July 7.

regression is not suitable for highly non-linear and uncertain data such as
wind power.

Deviation charge estimation necessitates absolute error and absolute
percentage error. These are estimated using forecasts and actual values
(Equations (59) and (60)). Absolute percentage errors of one day in each
season (April 3, July 7, September 7, and December 10) are shown in
Figures 11, 12, 13, and 14 respectively. These box plots show that the absolute
percentage errors of the linear regression model are highest in all seasons.
The proposed ANN model shows the least absolute percentage error in the
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Figure 10 Wind power (MW) of September 7.

0 20 40 60 80 100 120 140

Time (12:00 AM to 12:00 PM)

0

500

1000

1500

2000

2500

W
ind

 P
ow

er
 (M

W
)

ACTUAL
LR
ARIMA
ANN

Figure 11 Wind power (MW) of December 10.

Spring, Summer, and Winter seasons and the ARIMA Model shows the
least absolute percentage error in the Fall season. However, ARIMA shows
only a marginal accuracy improvement in the Fall season over the proposed
ANN model. Therefore, the proposed ANN model shows the least absolute
percentage error annually. This underlines the improved learning capabilities
of the proposed ANN model compared to the time series models (ARIMA
and linear regression models).

Deviation charges are estimated using Equations (3) to (4) for APE >
15% and taken as zero for APE ≤ 15%. Deviation charges of one day in
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Figure 12 Absolute percentage errors of April 3.
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Figure 13 Absolute percentage errors of July 7.
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Figure 14 Absolute percentage errors of September 7.
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Figure 15 Absolute percentage error of December 10.
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Figure 16 Deviation charge April 3.

each season (April 3, July 7, September 7, and December 10) are shown in
Figures 15, 16, 17, and 18, respectively. 144 deviation charges (five minutes-
wise deviation charges from 12:00 AM to 12:00 PM) are only shown to avoid
the difficulty of including 288 deviation charges (whole day) in a single plot.
These plots show that wind power producers can reduce deviation charges
significantly by using an accurate forecasting model such as the proposed
ANN model. The proposed ANN model shows the least deviation charges in
the Spring, Summer, and Winter seasons and deviation charges of the Fall
season are slightly higher than the ARIMA model. However, the proposed
model offers the least deviation charges on an annual basis as it includes
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Figure 17 Deviation charge of July 7 .
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Figure 18 Deviation charges of September 7.

all four seasons. The linear regression model shows the highest deviation
charges in all seasons. Linear regression deviation charge magnitudes indicate
the depth of financial loss that can be incurred due to inaccurate forecasting
models.

Table 1 shows the average deviation charges ($) of each time instant on
different days due to the proposed ANN, ARIMA, and Linear Regression
(LR) models. Three days are shown from each season. April 3, April 5, and
April 8 are shown from the Spring season. July 1, July 7, and July 9 are
shown from the Summer season. September 2, September 6, and September
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Figure 19 Deviation charges of December 10.

Table 1 Average deviation charges of different days ($)
DAYS LR ARIMA ANN
APRIL 3 430.88 40.56 24.96
APRIL 5 27614.52 12.82 11.00
APRIL 8 6464.83 22.31 18.11
JULY 1 296.85 0 0
JULY 7 508.09 228.77 0.45
JULY 9 529.27 946.16 0.85
SEP 2 4248.24 18.77 11.16
SEP 6 192.26 4.00 4.65
SEP 7 515.90 14.92 35.23
DEC 6 26141.59 4.70 10.79
DEC 7 656945.45 26.56 18.21
DEC 10 505880.59 274.96 217.02

7 are shown from the Fall season. December 6, December 7, and December
10 are shown from the Winter season. The proposed ANN model shows the
least average deviation charges on all days except September 2, September 6,
September 7, and December 6. The first three days belong to the Fall season
and the last day belongs to the Winter season, where deviation charges of the
proposed ANN model are higher than the ARIMA model. Moving average
estimation in the Fall season and the first day of Winter has shown superiority
compared to ANN learning as data show moving patterns and results in
the least deviation charges for ARIMA models. Table 2 shows the average
deviation charges of different seasons due to the proposed ANN and reference
models (LR and ARIMA). There are 45494.16%/40%, 13.55%/90979.06%,
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Table 2 Average deviation charges of different seasons ($)
SEASONS LR ARIMA ANN
SPRING 11,503.41 25.23 18.023
SUMMER 444.74 391.64 0.43
FALL 1,652.13 12.56 17.01
WINTER 396,322.54 102.073 82.00

Table 3 Total deviation charges of different days ($)
DAYS LR ARIMA ANN
APRIL 3 124093.59 11682.36 7189.32
APRIL 5 7952982.27 3693.01 3169.03
APRIL 8 1861872.04 6427.07 5216.75
JULY 1 85493.74 0 0
JULY 9 152430.89 272495.55 245.52
JULY 7 146332.12 65886.44 130.69
SEP 2 1223493.75 5406.94 3214.35
SEP 6 192.26 1152.26 1341.68
SEP 7 515.90 4299.09 10146.42
DEC 6 7528780.31 1354.57 3109.97
DEC 7 189200291.7 7651.80 5245.16
DEC 10 145693611 79189.59 62502.96

and 38817.36%/24.4% average deviation charge reduction can be observed
from LR to ARIMA/ARIMA to proposed ANN in Spring, Summer, and
Winter season respectively. The fall season shows 9612.69% and 35.42%
average deviation charge reduction from LR to ANN and ANN to ARIMA
respectively.

Table 3 shows the total deviation charges (sum of 288 time steps) of
different days due to the proposed ANN, ARIMA, and LR models. It can
be observed that total deviation charges also follow the same pattern. The
proposed ANN model shows the least total deviation charges in all days of
Spring, Summer, and two days of Winter seasons. ARIMA model shows the
least total deviation charges on all days of the Fall season and one day of
the winter season. There are 454864.40%/39.98% and 13.55%/89844.97%
and 388152.11%/24.46% total deviation charge reduction can be observed
from LR to ARIMA/ARIMA to proposed ANN in Spring, Summer and
Winter season respectively. The fall season shows 8226.51% and 35.40%
total deviation charge reduction from LR to ANN and ANN to ARIMA
respectively. ARIMA model shows an annual total deviation charge reduction
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of 76977.58% from linear regression and the proposed ANN model shows an
annual deviation charge reduction of 352.39% from ARIMA. This shows that
the proposed ANN model has a strong potential to reduce deviation charges.

5 Conclusions

Very high penetration of uncertain and variable wind generation results in
various system operational challenges such as frequent system imbalances.
This leads to the deployment of additional balancing services such as flexible
ramp products and increased total operation costs. Increased operational costs
are transferred to wind power producers as deviation charges. This reduces
the profit of wind power producers. Deviation charges are estimated from the
magnitude of deviation of actual generation from forecasts. Therefore, devi-
ation charges can be reduced by improving wind power forecasting accuracy.
Also, existing wind power forecasting studies show performance in terms of
error matrices. These error matrices do not show any implication about the
financial impact of forecasting error. Expressing forecasting performance in
financial terms such as deviation charges motivates wind power producers to
reduce forecasting errors.

In this context, this paper proposes an ANN-based very short-term wind
power forecasting model to reduce deviation charges. The seasonal analy-
sis is conducted to show performance throughout the year. An analysis is
conducted on the data collected from the BPA balancing area. The pro-
posed model performance is compared with linear regression and ARIMA
models. The comparison shows that the proposed ANN model gives the
least deviation charges in the Spring, Summer, and Winter seasons and the
Fall season deviation charges are higher than the ARIMA model. Annually,
proposed ANN models outperform all reference models. This shows that
the proposed very short-term ANN model has a strong potential to reduce
deviation charges. However, deviation charges can be further reduced by
more sophisticated machine learning models such as deep learning models.
This can be done as future work.

Data Availability Statement

The data sets generated during and/or analyzed during the current study are
available in [27].
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