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Abstract

This paper explains how to predict the severity of the system by connecting
with and without a unified power flow controller under different load and n-
1 conditions by calculating the LVSI and by the application of data mining
and machine learning techniques. A large amount of data will occur during
the process of contingency analysis and it is necessary that how to get this
to the system value to assess the severity of the system. With the help of
data mining and machine learning techniques, analysis of data generated from
the simulations for different load conditions are carried out and is used to
estimate the severity of the line. In this, the IEEE 30 Bus System is used by
calculating the line voltage stability index and the simulation work is carried
out by using MATLAB and WEKA software.

Keywords: Contingency analysis, LVSI, data mining, machine learning,
severity prediction.
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1 Introduction

It is difficult to manage the power system in the world due to its complexity
to manage and control large power systems. The continuous rise in demand
of power consumption, it is inevitable to interconnect and extend the trans-
mission networks. This leads to the difficult challenge of proper functioning
of the power system to meet the consumer’s requirements to supply power
at the required voltage and frequency. To achieve this, power system should
operate with high security by using the real time applications, in order to take
proper corrective steps to ensure the system’s smooth running.

It is necessary to overcome from the severe problems like unexpected line
loss or generator failure, unexpected increase or decrease in power demand
in normally working power system [1]. To do this, FACTS devices are used
in the system to maintain the stability of the power system by maintaining
the voltage profile [2]. In this case, the line is incorporated with and without
FACTS device i.e., connecting UPFC with the help of load flow study, to
provide the necessary compensation to maintain the stability the system is
briefed in [3-5]. During the contingency analysis, a large amount of data will
be produced and this data will be used effectively to bring it to the system
value. By the application of data analytics, contingency study is done for
different load and contingency conditions. The severity of the line is predicted
by processing and pre-processing the data, later it fed to the machine learning
tool [6-8].

2 Contingency Analysis and Ranking

The contingency analysis is one of the main components for energy manage-
ment. The system stability soon after breakdown scan is esteemed efficiently
by the research of the contingency analysis. CA is used to find out the impacts
of future breakdowns and this helps to show the effects of potential failures
to the operators [9, 10]. The failure occurs due to the sudden open in the
transmission line, tripping the generator, sudden change in generation and
change the load value suddenly. Due to the increased demand in a stable
electricity supply and the growth of transmission system, the power system
facing a number of limitations. To overcome from this the contingency
analysis is required to analyse the problems [11].

“The analysis of contingency is obtained by using load flow analysis.
The load flow solution will provide the active, reactive power flows & bus
voltage magnitudes by NR method. The line-out result and the contingency
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rating method were found in the power system” [12, 13]. The contingency
is determined and listed, based on the resulting index, commencing with the
maximum value of the performance index. The stability index of every line
calculated in this article is a line voltage index for contingency analysis. In
accordance with the final reactive power and reactance power of the various
lines, the voltage stability index for a particular line.

3 Contingency Analysis Using Data Processing and Data
Mining

Data handling is the big task at present days as use of data extraction
techniques has quickly expanded, by converting the raw data into valuable
knowledge. Data mining is a technique of detection by big data sets of
patterns and other important information. Despite its continued development
in data-handling, however, leaders continue to confront problems with scal-
ability and automation [14, 15]. Data mining approaches that support this
analysis may be separated into two key goals, either by describing a target
dataset or by using algorithms to predict results [16].

The data mining method helps the power engineers to find relevant data,
pattern observations and links. The Data mining comprises generally of four
basic steps: objectives setting, data collection and processing; application of
data mining techniques; and outcomes evaluation [17, 18]. In the study of
contingency analysis of power system, a lots of simulations works will be
carried out in order to know the load flows of the system for different loading
conditions with and without FACTS Devices. In this process a lot of data
handling will be required, the data mining techniques will be suits more too
contingency study of power system described in [6, 7, 19].

The Figure 1 shows the schematic process flow of data mining techniques
that is applied to contingency analysis of power system. The first stage of data
mining process is set the specific object, this might be the trickiest component
of the data mining process, and too little effort should be needed. Before
evaluating data, data must first be collected. This method may differ for the
purpose of utilizing the data from one system to another. In this initial stage
three sorts of data are collected: a. structured data b. Un-structured data c.
Semi-structured data.

The second stage of the data mining process is to collect the data set
from the simulation process as per the required format and in the third stage
of process it easily selects which datasets can assist the power engineers in
answering the relevant questions. A further step can be taken to limit the
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Figure 1 Data mining process applied to contingency study of power system.

number of dimensions, as too many characteristics slow down any future
calculations, depending on the dataset. While high frequency patterns have
wider uses, the data variations might be occasionally more intriguing to
indicate possible severity predictions.

In the fourth stage of data mining process a data set classifying or cluster-
ing may be applied, in this case it is proposed to use classification algorithms
based on the given data. When labelling of the input data (i.e. supervised
learning), a classification model may be used for the categorization of data or
a regression can be employed, in order to predict the probability of a specific
task.

In the last stage of the data mining process the findings must be reviewed
and understood when the data is aggregated. They should be valid, new,
practical and comprehensible when completing findings. When these require-
ments are fulfilled, proposed system may utilize this information to create
new strategies to achieve the severity prediction of the transmission line in an
effective manner.

4 Waikato Environment for Knowledge Analysis (WEKA)

A prominent Java-based machine learning software package created at the
University of Waikato in New Zealand, Weka. Data analysis and predictive
modelling are made easier using the Weka workbench, which includes a
set of visualization tools and algorithms for data analysis and predictive
modelling, as well as graphical user interfaces that make it simple for users
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to access this capability. To solve real-world data mining challenges, Weka
is a set of machine learning algorithms that may be used. Written in Java,
it can operate on practically any operating system. There are two ways to
use the algorithms: either directly on a dataset or indirectly using Java code.
There was also a Makefile-based framework for launching machine learning
experiments, and a TCL/TK front-end to (mainly third-party) modelling
algorithms implemented in other programming languages. However, the more
current entirely Java-based version (Weka 3), for which development began
in 1997, is now utilized in a wide range of application fields, particularly
for educational and research reasons. Here are some of the benefits of uti-
lizing Weka; a. Because it is entirely implemented in the Java programming
language and thus operates on nearly any current computing platform, it has
the advantage of portability. b. Under the terms of the GNU General Public
License, this service is provided for free. c. A broad array of approaches
for data preparation and modelling is available online. d. graphical user
interfaces, which make it simple to utilize. Weka offers a wide range of
conventional data mining operations, including data preparation, clustering,
classification, and regression, visualization, and feature selection [20-22].
Everything Weka does is premised on the notion that data is provided as
a single flat file or relation, with each data point being characterized by a
set amount of characteristics, and that the data is available in the format of
normally numeric or nominal attributes, but some other attribute types are
also supported [23].

5 Proposed Algorithm

The application of UPFC mathematical modelling is explained by the sug-
gested method [2—4]. The load flow solution Newton Raphson which includes
UPFC into the system and equation based computerization of LVSI [6, 7].
The collected organized data is shown by the projected flow chart in Figure 2.
The Figure 3 provides all the information examined, classified and forecast
for the severity of the STLO using classification algorithm.

The supervised learning is one of the approaches in machine learning
which predicts the link between the input and the target qualities. The super-
vised learning is used to assess the severity of the transmission line under
various load conditions. The controlled approaches are grouped mostly into
models like classification models and regression models.

In order to define models of both classification and regression, a classifi-
cation algorithm model may be used in operational data mining discussed
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Figure 2 Flow chart to compute LVSI for given system .

in [24]. A comparative study of various classification approaches were
discussed in [25-27]. In the proposed work j48 classification algorithm is
considered for predicting the severity of the line. The Figure 7, shows the
decision classification tree which includes root node, all leaf node and inner
nodes describing requirements for examination. The end user can assess the
numerous supports for data mining by this decision tree.
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Figure 3 Proposed Flow chart to predict the severity of transmission line using classification
algorithm.
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6 Case Study and Results

“The efficiency of the proposed method is examined by using the IEEE-30
bus system for simulation purposes. The convergence limit is 0.00001 for the
active and reactive power. The system base MVA is 100 MVA. There are 1-
slack buses, 5-generator buses, 24 cargo buses and 41 transmission lines for
the IEEE-30 bus system” [7].

The effect of UPFC on voltage stability margin for a specific line con-
tingency is as follows. The CN ranking was observed for different load
conditions like 100% and 150%, with and without UPFC is analysed by NR
method [28].

The load buses are incorporated with the UPFC and are connecting in line
between bus-12. The effective values of the parameters r and - for the reduc-
tion of power loss in the system and to enhance the voltage profile are 0.1 &
1.85 respectively. The impedance of the series transformer connected in the
line is considered as 0.1 pu. A total 32 contingencies are identified for a single
transmission line outage contingency condition and under each contingency
a particular transmission lines are made outage as per the Table 1.

Table 1 List of Contingency and Number of transmission line considered for contingency

Transmission Line Transmission Line
SI.No CNo LNo. FromBus ToBus SIL.No CNo LNo. FromBus ToBus
1 1 2 1 3 17 17 24 19 20
2 2 3 2 4 18 18 25 10 20
3 3 5 2 5 19 19 26 10 17
4 4 6 2 6 20 20 27 10 21
5 5 7 4 6 21 21 28 10 22
6 6 8 5 7 22 22 29 21 22
7 7 9 6 7 23 23 30 15 23
8 8 10 6 8 24 24 31 22 24
9 9 14 9 10 25 25 32 23 24
10 10 17 12 14 26 26 33 24 25
11 11 18 12 15 27 27 35 25 27
12 12 19 12 16 28 28 36 28 27
13 13 20 14 15 29 29 38 27 30
14 14 21 16 17 30 30 39 29 30
15 15 22 15 18 31 31 40 8 28
16 16 23 18 19 32 32 41 6 28

Note: C No: Contingency Number. L. No: Line Number.
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Table 2 Contingency ranking classification
SI.No  Condition Ranks

1 Critical 1to 10
2 Semi 11 to 20
3 Non-critical 21 to 41

Table 3 Contingency Top 10 Ranking for different load condition

100% Load Condition 120% Load Condition 150% Load Condition
Line No/ CN/Lmn Line No/ CN/Lmn Line No/ CN/Lmn
Rank Without Without Without Without Without Without
No UPFC UPFC UPFC UPFC UPFC UPFC

9/14/0.3236 9/14/0.2832  9/14/0.5460  9/14/0.5425  3/5/0.71547 3/5/0.60071
1/2/0.32233 1/2/0.31565 1/2/0.43793 1/2/0.43133  9/14/0.6842  9/14/0.6590
3/5/0.30736 3/5/0.30591 3/5/0.41922  3/5/0.42271  5/7/0.52085 5/70.50391
4/6/0.25941 4/6/0.25917  4/6/0.40009  4/6/0.39888  32/41/0.462 32/41/0.448
2/3/0.25017 2/3/0.21406 ~ 2/3/0.38789  2/3/0.39833  31/40/0.451 0.44687

6/8/0.25017 6/8/0.21245  32/41/0.376  32/41/0.370  1/2/0.45033 1/2/0.45232
32/41/0.247 32/42/0.244 19/26/0.370 19/26/0.369  8/10/0.4157 8/10/0.3759
21/28/0.228 21/28/0.225  24/31/0.364  24/31/0.370  19/26/0.407 19/26/0.388
19/26/0.224 19/26/0.236 18/25/0.361 18/25/0.361  4/6/0.40514 4/6/0.38371
10 18/25/0.21793  18/25/0.23023 17/24/0.3564 17/24/0.35572  18/25/0.39 18/25/0.3

O 00 N NN R WD =

The ranking for the lines was based on this particular line on the line
stability index value. The rankings are classified as mentioned in Table 2.
The top 10 contingency ranks are tabulated in the Table 3 for different
load condition with and without UPFC. Table 3 shows the increase in the
condition number with the increase in system load. UPFC reduces the value
of condition number. By connecting UPFC to the line no. 9 condition number
is reduced under the base load condition. The same analysis was carried for
different loading and observed it for top 10 contingency ranking is listed in
the Table 3. The only contingency condition of the single transmission line is
believed to follow the categorization approach in many circumstances. In this
article to do two cases are considered during study. Case-1: System with load
variation under single transmission line outage condition without and with
UPFC. Case-2: System with 150% load variation under single transmission
line outage condition without and with UPFC. The single line outages are
considered into account separately to prepare the data for different loading
conditions, in all two scenarios. The data produced is firstly pre-processed
and categorized with j48 classification algorithms by ranging as critical,
semi-critical and non-critical.
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6.1 Case-1: Variation of 100% of Load in the System Under
Single Transmission Line Outage Without and with UPFC

The severity was predicted based on LVSI which was computed for different
load condition without and with incorporating UPFC, the data generated
during this phenomenon was in high volume and was precessed with the help
of data analytic and machine learning tools. In this analysis 60% of the data
is used for training to predict the severity of the line and 30% of the data is
used to test based on the training data set. Table 4 shows the training data set
for the different load condition.

Figure 4 shows the decision tree chart for the basic loading condition
without UPFC and Figure 5 for loading the basic load system with UPFC is
illustrated. By considering the categorization, in Table 5, the critical, semi-
critical and non-critical ranges are tabulated and severity forecast for the
stabilization line voltage index are provided. The Figure 6 shows visualiza-
tion classifier error for base load condition without UPFC under single line
outage. Similarly, the visualization classifier error for base load condition
with UPFC under single line outage is shown in the Figure 7. The data

Table 4 Trained Data set for Base Load Condition with and without UPFC

Without UPFC With UPFC

SL.No CNo L No Lmn Condition SL.No CNo L No Lmn Condition

1 1 2 0.322331 Critical 21 1 0.31565 Critical

2 2 3 0.255147 Critical 22 2 3 0.21406 Semi Critical
3 3 4 0.321012 Critical 23 3 5 0.30591 Critical

4 4 5 0.307365 Critical 24 4 6 0.25917 Critical

5 5 6 0.2594 Critical 25 5 7 0.2244  Semi Critical
6 6 7 0.21755 Semi Critical 26 6 8 0.21245 Semi Critical
7 7 8 0.250169 Critical 27 7 9 0.18991  Non Critical
8 8 9 0.194066 Non Critical 28 8 10 0.18191 Non Critical
9 9 10 0.192362 Non Critical 29 9 14 0.28328 Critical
10 10 14 0.323621 Critical 30 10 17 0.20501 Semi Critical
11 11 17  0.192517 Non Critical 31 11 18 0.17929 Non Critical
12 12 18 0.166946 Non Critical 32 12 19  0.18475 Non Critical
13 13 19  0.172905 Non Critical 33 13 20  0.19255 Non Critical
14 14 20 0.196109 Non Critical 34 14 21  0.18231 Non Critical
15 15 21 0.186144 Non Critical 35 15 22 0.19561 Non Critical
16 16 22 0.183411 Non Critical 36 16 23 0.18741 Non Critical
17 17 23 0.191109 Non Critical 37 17 24 0.22594 Critical

18 18 24 0.21366  Semi Critical 38 18 25 0.23023 Critical
19 19 25 0217935 Semi Critical 39 19 26 023629 Critical
20 20 26  0.224287 Critical 40 20 27 0.21847 Semi Critical
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Lmn
<=0.198863 > 0198863
/ \
Non Criical (9.0)} Lmn
/\
«=0.217935 »0.217935
/ \
Semi Critical (3.0)] Critical (a,u)g

Figure 4 Decision tree for base loading condition without UPFC (Case-I).

Lmn1
A
<= 0199814 >0.199814
/ \
Non Critical (a.u)J Lmn1
<=0.224402 > 0.224402
/ \
Semi Critical (5.0)‘ Critical (7.0)7‘\

Figure 5 Decision tree for base loading condition with UPFC (Case-I).

Table 5 Tested Data set For Base Load Condition with and without UPFC

Without UPFC With UPFC

SI.No C.No LNo Lmn Condition SI.No C.No L No Lmn Condition

1 33 41 0.247597 Critical 1 32 41 0.244618 ‘Critical’

2 22 28  0.228563 Critical 2 24 31 0.226844 ‘Critical’

3 25 31  0.214959 ‘Semi Critical’ 3 21 28  0.225774 ‘Critical’

4 21 27 0.206125 ‘Semi Critical’ 4 26 33 0.217019 ‘Semi Critical’
5 27 33 0.204906 ‘Semi Critical’ 5 31 40  0.211999 ‘Semi Critical’
6 32 40  0.198863 ‘Non Critical’ 6 30 39  0.209654 ‘Semi Critical’
7 31 39  0.197123 ‘Non Critical’ 7 28 36 0.209494 ‘Semi Critical’
8 29 37 0.196952 ‘Non Critical’ 8 29 38 0.209412 ‘Semi Critical’
9 30 38 0.196862 ‘Non Critical’ 9 27 35 0.203364 ‘Semi Critical’
10 23 29  0.195312 ‘Non Critical’ 10 23 30 0.199814 ‘Non Critical’
11 26 32 0.193285 ‘Non Critical’ 11 22 29  0.191681 ‘Non Critical’
12 28 35 0.191246 ‘Non Critical’ 12 25 32 0.189778 ‘Non Critical’
13 24 30 0.187377 ‘Non Critical’ 13 - - - -
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Figure 6 Visualization of Condition versus line number for base load condition without
UPFC.

2 Z1l.5 41

Figure 7 Visualization of Condition versus line number for base load condition with UPFC.

scattered visualization is obtained for different condition and analysed by
using the visualization classifier errors. Based on the training data set, the
sample missing data set condition and rank are predicted for the base load
condition without UPFC under single line outage is shown in Figure 8(a).
Similarly, the sample missing data set condition and rank are predicted for
the base load condition with UPFC under single line outage is shown in the
Figure 8(b).

6.2 Case-ll: Variation of 150% of Load in the System Under
Single Transmission Line Outage Without and with UPFC

The severity was predicted based on LVSI which was computed for different
load condition without and with incorporating UPFC, the data generated
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Plot : 1.0_Base Load 0_predicted
Instance: 22
Instance_number : 21.0
SL. No : 22.0
CN : 22.0
Line No : 28.0
Lmn : 0.228563
prediction margin : 1.0
predicted Condition : Critical
Condition : Missing

(a)

Plot : weka.classifiers.trees.J48 (2.0_Base Load
Instance: 22
Sl. No: = 22.0
Contingency No : 22.0
Line Number : 29.0
ILmnl : 0.191681027
prediction margin : -1.0
predicted Condition : Non Critical
Condition : Missing

(b)

Figure8 (a) & (b) Sample missing data instant info for base load condition without and with
UPFC.

during this phenomenon was in high volume and was processed with the help
of data analytic and machine learning tools. In this analysis 60% of the data
is used for training to predict the severity of the line and 30% of the data is
used to test based on the training data set. Table 7 shows the training data set
for the different load condition.

Figure 9 show the decision tree chart for the basic loading condition
without UPFC and Figure 10 for loading the basic load system with UPFC
are illustrated. By considering the categorization, in Table 7, the critical,
semi-critical and non-critical ranges are tabulated and severity forecast for
the stabilization line voltage index are provided.

The Figure 11 shows visualization classifier error for base load condition
without UPFC under single line outage. Similarly, the visualization classifier
error for base load condition with UPFC under single line outage is shown
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Table 6 Trained Data set for 150% Load Condition with and without UPFC

Without UPFC With UPFC

SL.No CN LNo Lmn Condition SL.No CN L No Lmn Condition

1 1 0.4503 Critical 21 1 2 0.4503 Critical

2 2 3 0.3905 Semi Critical 22 2 3 0.3905 Semi Critical
3 3 5 0.7154 Critical 23 3 5 0.7154 Critical

4 4 6 0.4051 Critical 24 4 6 0.4051 Critical

5 5 7 0.5208 Critical 25 5 7 0.5208 Critical

6 6 8 0.3855 Semi Critical 26 6 8 0.3855 Semi Critical
7 7 9 0.3787 Semi Critical 27 7 9 0.3787 Semi Critical
8 8 10  0.4157 Critical 28 8 10 0.4157 Critical

9 9 14 0.6842 Critical 29 9 14 0.6842 Critical

10 10 17 0.348  Non Critical 30 10 17 0.3485 Non Critical
11 11 18  0.3198 Non Critical 31 11 18 0.3198 Non Ceritical
12 12 19  0.3201 Non Critical 32 12 19 0.3201 Non Critical
13 13 20  0.3550 Non Critical 33 13 20 0.3550 Non Critical
14 14 21 0.3427 Non Critical 34 14 21 0.342779833 Non Critical
15 15 22 0.3389 Non Critical 35 15 22 0.338926119 Non Critical
16 16 23 0.3465 Non Critical 36 16 23 0.34654 Non Critical
17 17 24 0.3775 Semi Critical 37 17 24 0.37758 Semi Critical
18 18 25  0.3951 Critical 38 18 25 0.39516 Critical

19 19 26 0.4078 Critical 39 19 26 0.40783 Critical
20 20 27  0.3800 Semi Critical 40 20 27 0.38002 Semi Critical

Lmn
<=0.348018 >0.348018
Non cnti{ \Lmn
«= 0.333709/\> 0.383709
Semi Cﬂtﬁ Critical (6.0)

Figure 9 Decision tree for 150% load condition without UPFC (Case-II).

in the Figure 12. The data scattered visualization is obtained for different
condition and analysed by using the visualization classifier errors. Based
on the training data set, the sample missing data set condition and rank are
predicted for the base load condition without UPFC under single line outage
is shown in Figure 13. The data mining technique will help to analyse the
data and predict the severity the line.
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Lmn
/\
<= 0.390564 > 0.390564
/ \
T Critical (340)1\
/\
<=0.356936 > 0.356936
/ \
Non Critical (7.0)‘ Semi Critical (5.0)‘

Figure 10 Decision tree for 150% load condition with UPFC (Case-II).

Table 7 Tested Data set For Base Load Condition with and without UPFC
Without UPFC With UPFC
S.No C.No LNo Lmn Condition S.No C.No LNo Lmn Condition

1 33 41 0.4487 Critical 1 32 41 04627 Critical

2 32 40  0.4468 Critical 2 31 40 04515 Critical
3 22 28  0.3910 Critical 3 24 31  0.3946 Critical

4 25 31 0.3870 Critical 4 21 28  0.3890 ‘Semi Critical’
5 27 33 03613 ‘Semi Critical’ 5 26 33 0.3688 ‘Semi Critical’
6 21 27 03605 ‘Semi Critical’ 6 28 37 0.3675 ‘Semi Critical’
7 31 39  0.3486 ‘Semi Critical’ 7 29 38 0.3671 ‘Semi Critical’
8 29 37 0.3480 ‘Non Critical’ 8 30 39 03569 ‘Non Critical’
9 30 38 0.3475 ‘Non Critical’ 9 22 29  0.3548 ‘Non Critical’
10 23 29  0.3466 ‘Non Critical’ 10 27 35 0.3498 ‘Non Critical’
11 28 35 0.3409 ‘Non Critical’ 11 25 32 0.3486 ‘Non Critical’
12 26 32 0.3402 ‘Non Critical’ 12 23 30 0.3449 ‘Non Critical’
13 24 30 03366 ‘Non Critical’ 13 - - - -
N
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Figure 11 Visualization of Condition versus line number for 150% load condition without
UPFC.
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T
2 21.5 41

Figure 12 Visualization of Condition versus line number for 150% load condition with
UPFC.

Plot : weka.classifiers.trees.J48 (4.0_Base Load 1)
Instance: 27

S1l. No : 27.0

Contingency No : 27.0

Line Number : 35.0

Lmn : 0.349866547
prediction margin : -1.0
predicted Condition : Non Critical
Condition : Missing

Figure 13 Sample missing data instant info for base load condition without and with UPFC.

7 Conclusion

Contingency analysis plays an important role in the performance evaluation
and determination of the necessary control actions in the power systems. The
contingency research helps in planning, operation, and management of the
power system. The failure of the system results in full blackout or collapse
through cascading failure. Hence, the security of the electrical system is a
major priority to ensure the system’s stability for all types of failures. The
application of FACTS devices allows for fast modifications and electrical
management. UPFC is one of the FACTS device which controls power flow
and power flux control capabilities in the transmission lines. The contingency
due to line outage for each of the considered system is screened initially
and, using different load conditions, the selected line outages are ranked. By
using data mining technique and machine learning tool with classification
algorithm, a lot of data is processed and handled very carefully, which
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generate during this process. It needs to identify the appropriate data which
will bring value to the system operation and the severity of the line and we
can easily forecast the severity of the transmission line. This study verifies the
feasible condition of the single line outage contingency for monitoring the
severity of the line inside the system. In order to understand the severity of
the transmission line, for each STLO was classified on the basis of the LVSI,
for each STLO, the data collected was categorized using the classification
method.
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