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Abstract

Under partial shading conditions, the system operating sequence of photo-
voltaic cells does not fall on a single characteristic curve, and the traditional
maximum power point tracking (MPPT) control algorithm is prone to causing
the system output power to oscillate around the maximum power point.
In the case of multiple peaks, the traditional MPPT algorithm is prone to
being trapped in a local optimum solution. This paper proposes an MPPT
control algorithm based on the WOA-RF prediction algorithm combined with
a variable step disturbance observation method. By establishing a photo-
voltaic system simulation model, the improved algorithm is verified through
simulation. The improved MPPT control algorithm can adaptively adjust the
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step size under different conditions to ensure that the system can quickly and
accurately track the maximum power point. At the same time, by optimizing
the algorithm logic and parameter settings, it can effectively avoid problems
such as local optimum solutions and instability in the system, and improve
the system convergence speed and tracking accuracy.

Keywords: Photovoltaic cells, maximum power tracking technology, pre-
dictive algorithm, photovoltaic system.

1 Introduction

Photovoltaic (PV) power generation, as an important part of the new power
system, is a clean and renewable energy technology, which has received
widespread attention and application. However, in practical applications, the
efficiency and stability of photovoltaic (PV) systems can be influenced by
various factors, including changes in light intensity, temperature fluctua-
tions, and the presence of shadows. To fully leverage the energy conversion
potential of the PV system and enhance the system’s efficiency and stability,
researchers have put forth diverse optimization control approaches [1-4].

Regarding the PV maximum power point tracking control algorithms,
traditional methods such as P&O and PSO are limited under PV multi-
peak state conditions; e.g., these methods are prone to fall into the problems
of local optimal solutions, instability, poor performance, and difficulty in
regulation under shading conditions [5].

In practice, photovoltaic systems in the multi-peak conditions of the
traditional algorithms are difficult to meet the requirements, easy to get
stuck in local optima. The following literature proposes methods to solve the
problems that exist in traditional algorithms; [6] proposes an MPPT control
algorithm based on the improved conductance increment method, which
corrects the step size variation by introducing current-related coefficients to
minimize the impact of current variation on the output characteristics of PV
cells. Although the algorithm can improve the efficiency of the PV power
generation system to a certain extent, it is not solved for the multi-peak
problem, and tracking the maximum power point (MPP) effectively becomes
difficult if the changes in light intensity are too complicated. The concept
of a variable step-size speed factor is introduced in reference [7], which
enhancement involves incorporating a variable step-size speed factor into the
traditional fixed-step-size perturbation observation method algorithm. The
goal of this improvement is to enhance the performance of the algorithm.
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In a photovoltaic power generation system’s tracking algorithm, the step size
is usually adjusted depending on the proximity of the PV array’s operating
point to the MPP. Typically, a larger tracking step size is employed when
the operating point is significantly distant from the maximum power point.
Conversely, when the operating point is close to the maximum power point,
the step size tends to be smaller, and it may even approach zero. This step
size adjustment helps improve the tracking accuracy and efficiency of the PV
system by adapting to different operating conditions; Indeed, adjusting the
step size based on the operating point’s proximity to the maximum power
point can effectively address the trade-off between dynamic performance and
steady-state tracking accuracy in the traditional fixed-step-length perturba-
tion observation method. However, this approach may not fully address the
issue of the tracking speed of the system. Additional techniques or meth-
ods may be required to optimize the tracking speed while maintaining the
desired dynamic performance and tracking accuracy. The quantum CS-P&O
algorithm utilized in the [8] is an improvement of the cuckoo algorithm,
and its main idea is to update the direction of the particles by introducing
quantum operations; through this idea, this paper introduces the animal
population intelligence algorithm and applies it to the MPPT of the PV
system. This is done by incorporating the intelligent prediction algorithm
with the variable-step-size perturbation observation method. The goal is to
overcome the drawbacks of traditional maximum power tracking methods,
such as slow response speed and a tendency to be trapped in local optimiza-
tion. By utilizing the animal population intelligence algorithm, the proposed
approach aims to address these issues and improve the performance of the
PV system’s MPPT [9, 10]. The objective of this research is to enhance the
power generation efficiency and stability of the photovoltaic power genera-
tion system through PV optimized random forest regression predictive control
and maximum power tracking control. Specifically, this paper will design
and implement a PV power generation system prediction model based on
random forest regression and combine it with the maximum power tracking
control algorithm to realize the optimal control of the system. The effective-
ness of the proposed method is evaluated through experimental simulation
verification.

2 Mathematical Modeling of Photovoltaic Cells

The main part of a photovoltaic cell is the PN junction, which produces a
photogenerated current under light conditions I,,;, which can be equated to
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a photovoltaic cell as a constant-current output source. The photovoltaic cell
can be compared to an output source that provides a constant current [11].
The photogenerated current I, will be partially shunted by the parasitic
diode effect of the PN junction I; and the equivalent shunt resistance Rgp.
The following figure depicts the equivalent circuit structure model of a
photovoltaic cell at a given point in time. In this model, the resistor Rp,
represents the external load of the PV cell, while Rg represents the series
resistance.

D }
!\ i R, R, [] E’r’-

Figure 1 Equivalent circuit of photovoltaic cell.

where I; is the diode current, This refers to the net diffusion current that
flows in the opposite direction to the photogenerated current across the PN
junction, and its expression is:

Ig = Ipo(el4e/AKT) 1) )

Where Ipg refers to the saturation current of the PV cell when there
is no incident light. A is the constant factor (usually taken as 1~2), K
is Boltzmann’s constant, 7" is the temperature, and g is the charge of the
electrons 1.6 x 107'6C. According to the mathematical model in Figure 1
above the load current can be obtained Ij,.

(UL +IpRs) U IR
Ip = Iy — Ip0(e™ arF ) — 1) - %
sh

(2)
where Ry is the self-contained internal resistance of the PV cell, and R, is
the side leakage resistance, which is mainly caused by the internal defects of
the cell.

In the open circuit test, the R infinity, the open circuit voltage can be
measured at U,.. Based on the mathematical model, it can be calculated
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Figure 2 Tri-peak PV curve generated by PV cell.

at Uye.

I
Upo = KL (Lot 3)
q Ipo

It is commonly noted that the open circuit voltage is proportional to
the logarithm of irradiance and has a relationship with the irradiance level.
Thus, it can be seen that light intensity as well as temperature are important
parameters in determining the output characteristics of PV cells.

Considering the actual situation of photovoltaic cell power generation,
the light intensity may be more significantly affected by localized shadow
conditions such as cloud shading [12, 13]. The simulation is carried out
to investigate the impact on the output power of PV cells under different
lighting effects. Simulations can be conducted to explore the impact of
varying levels of light on the output power of PV cells, through the software
simulation; input different irradiance, observe the PV characteristics and
IV characteristics curve, can be compared to get the corresponding output
impact.

Figure 2 shows the case of constant temperature, change irradiance,
simulated photovoltaic cells in a short period of time irradiance measured
voltage and current volt-ampere characteristic curve as well as the power
output characteristic curve. From Figure 2 above, it can be seen that if the
irradiance received by the PV cell changes, the PV cell may have multiple
extreme points [14]. The maximum power tracking technique is employed to
monitor and adjust the power output of the PV cell. In the traditional approach
to maximum power tracking, the voltage or current is modified in order
to track the maximum power output point, assuming a constant irradiance.
Once the irradiance changes suddenly, the traditional early maximum power
tracking method cannot immediately track the real-time maximum power
point, and the direction of optimization may be misjudged.
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3 Whale Optimization Algorithm

The Whale Optimization Algorithm (WOA) is an optimization method
inspired by the behavior of whale populations in nature [15]. By observing the
behavior of whales and simulating the process of whales searching for food
in the ocean, solutions to optimization problems can be found. The foraging
process of whales in the ocean can be divided into three steps: encircling prey,
spiral bubble hunting, and searching for prey.

3.1 Surrounding Prey

In the whale optimization algorithm’s “encirclement of prey” process, all
whales approach the target prey (i.e., the optimal solution) until one whale
is able to encircle it.

D= |CX*t — Xt “4)
X(t+1)=X*(t)— AD 5)

where D denotes the current distance vector from the whale to the optimal
solution, t is the current iteration number, X *¢ denotes the current position
vector of the optimal solution, X (¢) is the current position vector of the solu-
tion. A and C' are parameter vectors, which are determined by Equations (6)
and (7).

A=2ar; —a (6)
C =2ry 7

Where r; and ro are random numbers in [0,1]; a is the parameter that
decreases linearly from 2 to O in the iterative search, and the mathematical

expression of a is:
2t
®)

a=2-—

tmax

Where: t represents the current iteration number while ¢,,,, represents
the maximum iteration number.

3.2 Spiral Bubble Hunting

The Whale hunting behavior is usually divided into two behaviors: rotating
forward to capture prey and contracting to round up prey. Assuming that the
probability of being selected for each of the two behaviors, rotating forward



Photovoltaic Maximum Power Point Tracking Technology 857

and contracting roundup, is 50%, then the update position formula is as
follows:

Xxt—A-D p<0.5

D' e’ cos(2ml) + X*(t) p>0.5 ©)

Xt+1= {

Where [ is a random number in [0,1]; b is a constant used to describe the
shape of the spiral, here b value is taken as 1; D’ is the distance between
each whale and the current best whale position, which is calculated by the

following formula:
D' = |X*(t) — X(t)] (10)

From Equation (6), the value of A ranges from [—a, a], and the value of
A determines whether the search mechanism is performed or not, and when
A < 1 is used, the whale attacks the target prey using Equation (10) as a
strategy.

3.3 Searching for Prey

When A > 1, whales conduct a search for prey. Its search formula is as
follows:
D=|C X, —X| an

where X, denotes the random whale position vector.

4 Random Forest Regression Prediction (RF)

The random forest regression algorithm is a machine learning technique that
utilizes multiple decision tree models together to perform regression analysis.
It is an ensemble learning method that harnesses the individual strengths of
decision trees to enhance the accuracy of predictions in regression tasks,
and achieves the effect of reducing overfitting by random sampling and
subset sampling of the input features, thus improving the performance and
stability of the model. In this paper, we propose to combine Random Forest
regression with the WOA algorithm for the prediction of PV (MPPT) control
strategy.

Assume that there are n sample data, each with m eigenvalues. Randomly
divide the data into k copies and use each copy to train k different decision
tree models. For each decision tree model 7, p features are randomly selected
for training; p = /m. Then T; is trained and a prediction function f;(z) is
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obtained, where x denotes the feature data. We combine these k decision tree
models to obtain the final prediction function formula.

£@) =1 hila) (1)

From this formula, the final prediction is obtained by averaging the
predictions of each decision tree.

The training process of the decision tree: sampling n’ data (n’ < n)
sequentially from n data points; this sampling process can be with or without
putback. At the same time, p features are randomly selected from m features
for training the decision tree.

After training all the decision trees, predictions can be made using the
random forest regression algorithm. For a new data point z, if it is entered
into each decision tree, £ predictions are obtained.

5 WOA-RF PV Power Prediction

5.1 Data Acquisition and Preprocessing

The photovoltaic output data used in this study was collected from a solar
laboratory at a university in Hunan Province in June 2020. The data covers a
period of two days and includes both cloudy and sunny weather conditions.

There are six main indicators collected in this data collection. Among
them, the actual voltage output from the PV cell after the maximum power
tracking P, is used as the output dependent variable of the prediction
model, and the data of the other five indicators (total radiation, direct radia-
tion, scattered radiation, temperature, and humidity) are used as the argument
for the input of the prediction model.

After dividing the dataset into a training set and test set, the objective
function for WOA optimization is determined by finding the minimum error
under cross-validation in the training set. Using the whale optimization
algorithm, the optimal combination of parameters is obtained by solving the
objective function, and it is applied to the random forest regression model to
get the optimal prediction results.

In order to ensure that the simulation can select the better parameters
and get good prediction results, the simulation data set totaled 443 sets of
data, which were predicted in two working conditions. In order to eliminate
the abnormal data and invalid data, as well as to make the simulation output
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image can be observed and compared more efficiently, the quartile method is
used to clean the data. [18-21]. A total of 73 groups of abnormal data were
removed, and the valid data totaled 185 groups, of which the first 148 groups
were used as the training set data for the model, and the training set was the
real-time power generation record data selected for a duration of 4 days. The
last 37 sets of data are used as test data to detect and visualize the prediction
results of the model.

M
1
Fﬁtness - M § (Ts,i - Tt,i)2 (13)
=1

Where, Fliess represents the fitness value required for the calculation.
In this context, M represents the total number of samples in the training
set, while ¢ represents the i-th sample in the training set. T;7}; denotes as
predicted output value and actual output value.

5.2 Establishment of WOA-RF Optimization Model

Random forest can effectively avoid the problem of overfitting, and at the
same time has a high prediction accuracy. One approach to combining
these two algorithms is to utilize the Whale Optimization Algorithm during
the construction process of the random forest to optimize the parameters
of the decision trees or search for the best feature subset. This can help
improve the performance and accuracy of the random forest.

Before the model building process, Data preprocessing is necessary and
involves steps such as data cleaning, feature extraction, feature selection
and other steps, to get a random regression forest prediction model with
high accuracy. Using the whale optimization algorithm, the decision tree
parameters of the model are optimized in the following steps.

1. train a regression forest model. During training, the optimal solution
obtained by the whale optimization algorithm is used to set the number
of decision trees.

2. For each decision tree, the model generates a new randomized sub-
training set from the original training set using randomized put-back
sampling.

3. In each decision tree, the model divides the feature space into regions
according to predefined rules (square error, squared error) and fits a
function that can be used for regression in each region.
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Figure 3 Flowchart of WOA algorithm.

4. When a prediction is needed, the regression forest inputs the samples
to be predicted into each decision tree and generates predicted values
based on the region in which the samples are located and the regression
function within that region. Finally, the regression forest synthesizes the
final prediction results by averaging the predictions from each decision
tree.

5.3 Predictive Modeling

In this paper, the WOA algorithm is utilized to regressively predict the voltage
corresponding to the maximum output power point of the PV array. The flow
chart of the WOA-RF algorithm is as follows:

6 Model Testing

By using the WOA-RF algorithm for simulation analysis of the error can
be understood that the improved prediction algorithm error is low, and tends
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Figure 4 Comparison of prediction results of WOA-RF training set.
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Figure 5 Comparison of the prediction results of the three algorithms for Case 1.

to be stable. It shows that the optimized regression forest model has good
fitting ability and generalization ability, and it can also predict the unknown
maximum power data. In addition, when the training error and the verification
error are stable, it can be considered that a relatively good number of trees has
been found, which can accurately fit the data while avoiding the problem of
over-fitting or under-fitting.

The model training was selected from the 148 sets of training set data
mentioned above. The process of model training includes the steps of data
processing, feature selection, model selection and parameter tuning. Through
continuous iterative training, the optimized model is gradually obtained, and
Figure 5 presents the results obtained from the training.
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The root mean square error (RMSE) of the training set is 0.92062;
the mean absolute error (MAE) of the training set data (the absolute error
between the average predicted value and the true value) is 0.72814; and
the mean bias error (MBE) of the training set data (the bias between the
average predicted value and the true value) is 0.86938. It can be seen that the
introduction of the Whale Optimization Algorithm has optimized the model.
The number of decision trees, the minimum number of samples on nodes,
and feature selection parameters in the random forest regression model were
chosen as the optimization targets, and the Whale Optimization Algorithm
was used to adjust these parameters. After multiple experiments, it was found
that the optimal number of decision trees in the adjusted model is 173,
resulting in improved predictive performance. This simulation used two time
points as the prediction objects, and the predicted results are as follows:

Figures 5 and 6 illustrate a comparison of the model prediction results
for two working conditions using three algorithms: WOA-RF, RF, and GPR.
Scenario 1 represents a sunny weather condition with few abrupt changes
in irradiance; scenario 2 represents a cloudy weather condition with frequent
fluctuations in irradiance. After analyzing and comparing the different predic-
tion curves output by different algorithms under the same prediction dataset
conditions, it is easy to observe the differences in the prediction results of
each algorithm.

In terms of the accuracy of photovoltaic power prediction, considering the
advantages and disadvantages of various prediction and evaluation indicators
and the requirements of the predicted power in this paper, two indicators are

10000
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Figure 6 Comparison of the prediction results of the three algorithms for Case 2.
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Table 1 Prediction errors of different prediction models

mould RMSE MAE MAPE
RF 3.6208 2.9452  0.0366
GPR 2.0390 2.3264 0.0219

WOA-RF 1.6012 1.8365 0.0161

selected as the accuracy measures of the photovoltaic power prediction algo-
rithm in this study, namely, the average absolute percentage error (MAPE)
and the root mean square error (RMSE). The accuracy of the prediction power
is evaluated by calculating the difference between the prediction data and the
test sample data; the smaller the RMSE and MAPE, the higher the accuracy.

The experimental results indicate that optimizing the random forest
regression model with the Whale Optimization Algorithm for Regression
Forest (WOA-RF) prediction algorithm can effectively improve prediction
accuracy and has high reliability. After a series of simulation verifications, the
most ideal WOA-RF model was selected to be used for the rational utilization
of the output power of the photovoltaic system.

As shown in Table 1, the mean absolute percentage error (MAPE) of
the WOA-RF prediction model is 0.0058 and 0.0205 lower than the GPR
model and the unoptimized RF model, respectively, demonstrating the high
accuracy of the WOA-RF prediction model. The experimental results show
that using the Whale Optimization Algorithm for Regression Forest (WOA-
RF) prediction algorithm to optimize the random forest regression model can
effectively improve prediction accuracy.

7 Validation of Multi-Peak Composite MPPT Algorithm for
WOA-RF Combined with Variable Step Perturbation
Observation Methods

7.1 Application of Algorithms

Traditional techniques for maximum power tracking are unable to handle
situations where there are multiple peaks in the power curve. In this research
paper, to ensure accurate tracking of the global maximum power point, the
WOA-REF prediction model is coupled with the variable step-size perturbation
observation method. The algorithm predicts the maximum power point corre-
sponding to P, by the WOA-RF algorithm, which has some error with the
actual value corresponding to the maximum power point. Accordingly, After
acquiring value Py, it is perturbed utilizing the method of varying step size
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Figure 7 Flowchart of MPPT improvement using prediction algorithm.

perturbation observation to ascertain the new maximum power point. Repeat
the aforementioned procedures until convergence to the maximum power
point is achieved. The aforementioned steps are repeatedly performed in an
iterative manner until convergence to the maximum power point is attained.

Pmpp_Pk_

=n (14)
Py — P

Where P, is the MPP predicted in constantly using the power predic-
tion model, and P, and Pj,_ are the current and previous moment’s real
power values. n is the step multiplier.

Algorithm flowchart shown in Figure 7, the algorithm is improved on the
basis of the perturbation observation method, the above flowchart introduces
a, b, n three intermediate variables; where a as a divisor of the perturbation
step, which is designed to make the perturbation step exponentially smaller;
where b as a conditional variable of Equation (15), determines whether to
carry out the n-fold step perturbation. If the model input characteristics do not
change significantly, the continuous utilization of the WOA-RF forecasting
model for real-time predictive control may result in significant fluctuations
in the output power, which can affect its efficiency; therefore, it is necessary
to set a start-up condition for the algorithmic model prediction, When the
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environmental conditions in which the photovoltaic (PV) arrays are situated
undergo minor changes, the implementation of the variable step-size pertur-
bation observation technique allows for the realization of MPPT. However, if
the environmental conditions experience significant variations, the WOA-RF
prediction should be restarted, followed by repeating the previous steps to
ensure the global maximum power point tracking [17].

‘2P—P(k—1)

P(k‘ — 1) ‘ A]Jset (15)

Where P is the current moment PV cell output power value, Pk — 1 is the
previous moment PV cell output power value. A P;; is the maximum change
in output allowed by the PV cell.

7.2 Simulation Analysis

Figure 9 presents the simulation model of the MPPT control system created
in this study for validating the efficacy of the combined MPPT control
algorithm. The composite algorithm incorporates the prediction model using
WOA-RF and the method of variable step-size perturbation observation.

The simulation system model mainly includes photovoltaic components
with a total of 8 parallel circuits, Each series connection consists of 4
photovoltaic cell modules (U,. = 64.2V, I, = 5.96A). Also include the
boost circuit, inverter circuit, composite MPPT control module combining
the WOA-RF prediction model with variable step-size perturbation obser-
vation method, Boost converter module, and PWM driver module. The PV
array input parameters in Figure 8 are: total radiation, direct radiation, scat-
tered radiation, temperature, humidity, and five independent variable input
parameters.

LI
-
5
Input §
parameters of L, CJ" o
photovoltaic ] ﬁ
array g
Upr, Ipv

prediction [P, |Improved MPPT generate
model control method PWM

Figure 8 Simulation model of PV system.
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Figure 9 Bus voltage disturbance curve.

This paper calculates the multiple of the disturbance step size based
on the predicted results of the prediction algorithm model. This multiple is
then input into the variable step perturbation observation method to form
an improved MPPT control algorithm. The algorithm converts the latest
disturbance step size into a PWM (Pulse Width Modulation) signal to control
the boost converter circuit, thereby achieving the goal of maximum power
tracking.

According to Figure 9, it can be clearly seen the improved MPPT control
algorithm based on the WOA-RF prediction algorithm achieves a shorter
time to track the maximum power point compared to the MPPT control algo-
rithm based on the Grey Wolf Algorithm and traditional control algorithms.
Although the intelligent MPPT algorithm based on the Grey Wolf Algorithm
can effectively track the maximum power point, its tracking speed remains
slow.

This indicates that the improved MPPT control method using the
WOA-RF prediction model has the advantages of avoiding oscillation and
misjudgment issues while maintaining good sensitivity.

(1) The single-peak MPPT simulation curves under light intensity £ = 1000
W/m?, temperature T = 25°C are shown below.

Figure 10 shows the curve of the reference voltage of the PV system
over time, and the reference voltage perturbation can be observed;The three
methods, namely the traditional Perturb and Observe (P&O) method, the
WOA-RF-based control algorithm, and the Grey Wolf Algorithm-based con-
trol algorithm, exhibit differences in tracking the maximum power and the
speed of tracking the maximum power. The traditional P&O method, even
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Figure 10 Comparison of the reference voltage of the two methods for single peaks.

when finding the maximum power point around 0.2 s, shows noticeable power
oscillations. On the other hand, the WOA-RF-based control algorithm and
the Grey Wolf Algorithm-based control algorithm can adaptively adjust the
perturbation step size, resulting in smaller power oscillations. In comparison
to the Grey Wolf Algorithm-based control algorithm, the WOA-RF-based
control algorithm demonstrates faster tracking speed, smaller amplitude, and
less energy loss.

By comparing the results of these three methods, it is evident that the
improved control method outperforms in terms of response speed and stabil-
ity. It enables rapid and accurate tracking of the maximum power point of
the photovoltaic system, enhancing the output power and keeping the output
power of the solar cells near the maximum power point consistently.

(2) The P — I output characteristic curve of the PV cell shows a multi-peak
characteristic due to the PV cell under the shading condition. To simulate
the actual operating conditions of a photovoltaic (PV) cell under shading, a
sudden decrease in light intensity is introduced within a time frame of 0.3
seconds. In the MPPT (Maximum Power Point Tracking) control algorithm,
parameter AP is set to 0.05. When the power fluctuation growth rate
exceeds the set value under variable small perturbations, the predictive model
is triggered. The simulation results, as shown in Figure 11, demonstrate
that when the initial light intensity is set to 1000 W/m?, the PV system
using the improved MPPT control algorithm reaches the maximum power
output around 0.01 seconds. When the light intensity suddenly changes to
400 W/m?, the system searches for and stabilizes at the maximum power
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Figure 11 Comparison of multi-peak maximum power outputs.

point around 0.17 seconds, consuming only approximately 0.0014 seconds.
The maximum output power is 4120 W. Based on the analysis above, when
there is a transient change in light intensity, this algorithm can quickly
respond, has a short transient process, enhances the system’s input power,
and efficiently tracks the maximum power point.

8 Conclusion

When the PV cell is partially shadowed, its P — V' characteristic curve has
multiple extreme points, and the traditional MPPT algorithm is prone to make
the PV maximum power tracking system misjudge and look for the wrong
direction of the MPP when faced with this situation, resulting in the failure to
maximize the PV output efficiency and causing energy waste. In this paper,
the WOA-MPPT algorithm is proposed. The proposed multi-peak composite
MPPT method discussed in the paper combines the WOA-RF prediction
algorithm with the variable step-size perturbation observation method. This
combination results in excellent stability, sensitivity, and response speed.
The method effectively tracks the maximum power point of multi-peak PV
systems, leading to improved efficiency. These characteristics make it highly
practical and promising for application in real-world scenarios.
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