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ABSTRACT. The objective of this work is to develop an efficient strategy for quasi-static problems 
with elastic-viscoplastic constitutive laws. Our approach is based on the multiscale LATIN 
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using internal variables; then we discuss the technical features which are necessary in order to 
deal with elastic-viscoplastic models. We illustrate the method in detail through a one-
dimensional example using a Chaboche-type elastic-viscoplastic constitutive law. 
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1. Introduction

The types of problems considered in this paper originate from a project named
APPROFI, supported by the French National Research Agency and associating
SNECMA (SAFRAN Group) and several other research laboratories and SMEs. The
objective of this project is to derive a new methodology in order to predict the be-
havior of aerospace engine components whose material behavior at high temperature
is described appropriately by an elastic-viscoplastic model. The simulation of such
problems leads to time-dependent nonlinear analyses which can be computationally
expensive when using standard methods, such as a direct approach based on a Newton-
Raphson algorithm.

In order to reduce this computation cost, the most popular method today con-
sists in using parallel computing associated with a domain decomposition technique
(see, for instance, (Gosselet et al., 2006; Magoulès et al., 2006) for a review). One
group of methods used to deal with quasi-static nonlinear problems is known as the
“Newton-Krylov-Schur” (NKS) family. These methods consist in using Newton-type
algorithms to deal with the nonlinearity aspects, thus leading to sequences of linear
systems condensed at the interfaces, which makes parallel computing possible (a re-
view of these techniques can be found in (Wriggers, 2008)). Some of these methods
are very popular, such as the Balanced Domain Decomposition (BDD) method (Le
Tallec et al., 1991; Mandel, 1993) or the Finite Element Tearing and Interconnect-
ing (FETI) method (Farhat et al., 1991; Farhat et al., 2000a). Multiscale techniques
have been introduced to increase the convergence rate of these iterative methods, as
in (Gosselet et al., 2002) with the extension of classical preconditioners to the BDD
framework, or (Farhat et al., 1995) with the introduction of coarse models into the
FETI method to deal with time-dependent problems. These strategies enable the effi-
cient resolution of many physical problems (thanks to the robustness of Newton-type
methods) with large numbers of degrees of freedom (thanks to the efficiency of domain
decomposition methods) (Farhat et al., 2000b; Risler et al., 2000). To increase compu-
tational efficiency, numerous techniques are based on the resolution of a homogenized
problem related to macro quantities which can be interpreted as the average part of
the micro ones. The key issue is the transfer of information from one scale to the
other. A very efficient strategy for linear periodic media consists in applying the ho-
mogenization theory introduced by Sanchez-Palencia (Sanchez-Palencia, 1974), for
which additional developments and related computational approaches can be found
in (Feyel, 2003; Devries et al., 1989; Zohdi et al., 1996; Oden et al., 1999; Fish et
al., 1997).

Another approach to dealing with nonlinearities relies on the nonincremental
LATIN strategy (Ladevèze, 1999), which has already been used for nonlinear ma-
terial behavior (Boisse et al., 1990; Boisse et al., 1991; Ladevèze, 1992; Cognard et
al., 1993; Cognard et al., 1999) and for large strains (Aubard et al., 2002; Boucard
et al., 1997). The LATIN strategy enables the introduction of a two-scale domain
decomposition method allowing parallel processing (Ladevèze et al., 2002b). A key
feature of the LATIN strategy is that at each iteration an approximate solution is avail-
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able over the entire space-time domain. In particular, the solution can be sought at
each iteration using separated variables (i.e. a finite sum of products of temporal
functions by spatial functions), a technique introduced initially in (Ladevèze, 1985)
and now called Proper Generalized Decomposition (Néron et al., 2010; Chinesta et
al., 2008; Nouy, 2007; Ammar et al., 2006) which leads to a drastic reduction in com-
putation time (Nouy et al., 2004; Ladevèze et al., 2010). The PGD technique has
already been used in (Cognard et al., 1999; Ladevèze, 1992; Ladeveze et al., 2002a)
in the case of viscoplastic materials. Since that study, a more robust version restricted
to viscoelastic materials was presented in (Ladevèze et al., 2010). Here, we extend
this robust version to the case of viscoplastic materials.

This extension leads to the introduction of new difficulties:

– The search directions are chosen to ensure an optimal convergence of the
method. This leads to choose tangent directions linked to the viscoplastic behaviour
law (as it is done in classical Newtion algortihm). The operators associated to the
tangent direction are defined in this paper.

– These optimal directions induce time and iteration dependent operators. It was
not the case for the viscoelastic material. This has heavy consequences on the numer-
ical implementation of the method, as numerous simplifications are no more possible.

– Furthermore solving the coarse problem is more tricky as it depends on the
search directions.

That why we choose to explain in detail the numerical implementation of the method
using a one-dimensional example in the case of viscoplastic materials.

The paper is organized as follows. Section 2 introduces the reference problem,
with particular emphasis on the formulation of the constitutive law in order to ensure
that the state laws are linear. A general presentation of the multiscale method is given
in Section 3 and its application to a one-dimensional elastic-viscoplastic analysis is
detailed in Section 4. A more complex 3D academic example is presented in the last
section.

2. Description of the problem

2.1. The reference problem

For the sake of simplicity, let us consider the quasi-static isothermal evolution of
a structure defined over the space-time domain [0, T ] × Ω, assuming small perturba-
tions. (For much more general types of material behavior, see (Ladevèze, 1999).) The
structure is subjected to prescribed body forces f

d
, to traction forces F d over a part

∂2Ω of the boundary, and to prescribed displacements Ud over the complementary
part ∂1Ω (see Figure 1).

The state of the structure is defined by the set of fields s = (ε̇p, Ẋ,σ,Y) (where
�̇ denotes the derivative with respect to time), in which:
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∂1Ω

∂2Ω

Ω

Fd

Ud

fd

Figure 1. The reference problem in domain Ω

– ε̇p designates the inelastic part of the strain field ε corresponding to the displace-
ment field U , uncoupled into an elastic part εe and an inelastic part εp = ε − εe; X
designates the remaining internal variables;

– σ designates the Cauchy stress field and Y the set of variables conjugate of X.

All these quantities are defined over the space-time domain [0, T ]×Ω and assumed
to be sufficiently regular. Introducing the following notations for the primal and dual
fields:

ep =

[
εp
−X

]
, ee =

[
εe
X

]
, e =

[
ε
0

]
, f =

[
σ
Y

]
[1]

the mechanical dissipation rate is:

Tr[σε̇p]−Y · Ẋ = ėp ◦ f [2]

where · denotes the contraction associated with the tensorial nature of X and Y, and
◦ denotes the corresponding operator.

Following (Ladevèze, 1999), a “normal” formulation is used for the constitutive
law. In this context, normality, which is required for the method described later, has
the following definition:

Definition

The formulation of a constitutive model is said to be normal if it can be written as:

f = Aee

ėp = B(f), ep = 0 at t = 0
[3]

where A is a positive symmetric tensor (linear operator) which is constant with respect
to time, and B is a material-dependent, possibly nonlinear operator which must be
positive in order to verify the second law of thermodynamics.

ėp ◦ f > 0 [4]
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This type of formulation is very general and, in the absence of damage, can be written
for most materials.

2.2. Formulation of the constitutive model

Let us take as an example the Marquis-Chaboche elastic-viscoplastic constitutive
model (Lemaitre et al., 1994), which is commonly used for metallic materials at high
temperatures. In this model,

– the primal variable ep consists of the plastic strain εp, and the location α of the
center of the elastic domain, i.e. X = α,

– the dual variable f consists of the stress σ, and the back stressX associated with
α.

The constitutive model is defined by a free energy of the form:

ρΨ(εe,α, p) =
1

2
Tr[Cεeεe] +

1

3
Tr[Cαα] [5]

where C is the Hooke’s tensor (with E the Young modulus, ν the Poisson’s ratio), and
C a constant (positive or zero) tensor. Then, the state equations are:

σ = ρ
∂Ψ

∂εe
= Cεe

X = ρ
∂Ψ

∂α
=

2

3
Cα

[6]

With the previous notations, the state laws can be written as:

f = Aee [7]

where A is a linear operator. The elastic domain f is defined as:

f = (σ −X)eq − σy [8]

where σy is the yield stress and (σ −X)eq = J2(σ −X) is Von Mises’ equivalent
stress. The definition of a non-associative potential F leads to the flow direction:

F = (σ −X)eq +
3γ

4
Tr[C−1XX] [9]

where γ is a material property. Viscosity is taken into account through the Norton law
with a power function, leading to the plastic multiplier Φ:

Φ(f) = k 〈f〉N+ , where k =
1

KN
[10]

n and K being material parameters. Then, the evolution equations are:

d

dt

[
εp
−α

]
= k〈f〉N+

[
3
2 (σD −X)/(σ −X)eq

− 3
2 (σD −X)/(σ −X)eq + 3γ

2 C
−1X

]
[11]
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where σD denotes the deviatoric part of the stress. This expression is of the form

ėp = B(f) [12]

In this usual formulation of the Marquis-Chaboche model, A is linear and, therefore,
the formulation is normal. If an isotropic hardening is added, the state law becomes
non-linear in the usual formulation of the Marquis-Chaboche model. A change of
variable described in (Ladevèze, 1999) enables to get back to a linear state law and
then to a normal formulation.

3. The multiscale computational strategy

This section gives only a brief presentation of the multiscale computational strat-
egy. For more details, see (Nouy et al., 2004; Ladevèze et al., 2010). The interested
reader can refer to (Ladevèze et al., 2007) for a description of the method in the dis-
cretized framework and a comparison with other decomposition techniques.

3.1. Substructuring of the problem

The structure is viewed as an assembly of simple components, namely substruc-
tures and interfaces (Ladevèze, 1999) (see Figure 2). Concerning time, the domain
I = [0, T ] is coarsely divided into a small number of subintervals ICi = [tCi , t

C
i+1].

Ω
E

Ω
E'

Φ
EE'

tCi+1

tCi

tj

tj+1

tCi

tCi+1

0

T

Figure 2. Decomposition of Ω into substructures ΩE and interfaces ΦEE′ , and of
I = [0, T ] into coarse subintervals ICi = [tCi , t

C
i+1]

Let ΦEE′ denote the interface between a substructure ΩE
1 and a substructure ΩE′

(Figure 2). Each substructure and each interface has its own variables and its own
equations (admissibility, equilibrium and constitutive relation) which control its evo-
lution. The state of a substructure ΩE is defined entirely by ėpE and fE , the restrictions

1. The notation �E is used to indicate the restriction of a quantity � to substructure ΩE .
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of fields ėp and f to ΩE . The state of an interface ΦEE′ is defined by (WE ,WE′),
the restriction of the displacement field to ΦEE′ , and (FE , FE′), the restriction of the
normal stress to ΦEE′ .

A relation among these quantities is introduced in order to characterize the behav-
ior bEE′ of the interface:

bEE′
(
ẆE , ẆE′ , FE , FE′

)
= 0 [13]

For example, for a perfect interface, ẆE = ẆE′ and FE + FE′ = 0. Other
types of complex interface behavior which can be easily taken into account using this
mixed decomposition method can be found in (Ladevèze et al., 2001). This is a capital
property of the strategy which enables various types of behavior to be described easily.

Let sE = (ėpE , ẆE , fE , FE) denote the set of the fields describing the state of
substructure ΩE and its boundary ∂ΩE (EE , WE , FE and FE denoting the corre-
sponding spaces). For the sake of simplicity, we will limit the presentation to the
case of zero initial conditions, except for the initial displacement UE |t=0. Taking into
account other types of initial conditions is not difficult.

3.2. Admissibility conditions for substructure ΩE

Let us introduce the following spaces and the corresponding vector spaces (de-
noted �?):

– the space UE of the kinematically admissible fields (UE , ẆE) such that

UE |∂ΩE
= WE UE |t=0 = UE0 [14]

– the space FE of the statically admissible fields (fE , FE) such that
∀ (U?E ,W

?
E) ∈ U?E

−
∫
ICi ×ΩE

σE : ε(U̇
?

E)dΩdt

+

∫
ICi ×ΩE

f
d
· U̇?EdΩdt+

∫
ICi ×∂ΩE

FE · Ẇ
?

EdSdt = 0 [15]

– the space EE of the kinematically admissible fields (ėE , ẆE) such that

∃(UE ,WE) ∈ UE , ε̇E = ∇symU̇E , ∀(f?E , F
?
E) ∈ F?

E ,

−
∫
ICi ×ΩE

σ?E : ε̇E dΩdt+

∫
ICi ×∂ΩE

F ?E · ẆE dSdt = 0 [16]

– the space AdE of the “E-admissible” variables sE such that (A−1
E ḟE +

ėpE , ẆE) ∈ EE and (fE , FE) ∈ FE
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3.3. A two-scale description of the unknowns

Our multiscale approach consists in introducing a two-scale description of the un-
knowns involving a “macro” scale (�M ) and a “micro” scale (�m). Macroquantities
are mean values over space and time. For ẆE ∈ WE , the macro part ẆM

E and its
micro complement Ẇ

m

E are defined by ∀FM? ∈ FME :∫
ICi ×∂ΩE

(ẆM
E − ẆE) · FM?dSdt = 0 and Ẇ

m

E = ẆE − ẆM
E [17]

Spaces FME andWM
E can be chosen arbitrarily. In practice, these spaces are defined

by the linear parts of the forces and displacements in space and the corresponding
quadratic parts in time. An important point of the strategy, which gives it its multi-
scale character, is the choice of the admissibility conditions for the macroquantities.
The set of the macroforces FM = (FME )ΩE⊂Ω must a priori verify the transmission
conditions systematically, including the boundary conditions. The corresponding sub-
space of FM =

⊗
FME is denoted FMad . The subspace of F whose elements have

their macro parts in FMad is denoted Fad. We use the same definition forWM , WM
ad

andWad.

3.4. The LATIN method

The cornerstone of the strategy is the LATIN method (Ladevèze, 1999). First, one
introduces two spaces: the space Ad of the elements which verify the global linear
equations: s = (sE)ΩE⊂Ω ∈ Ad if s verifies

a) the E-admissibility condition: ∀ΩE ⊂ Ω, sE ∈ AdE

b) the admissibility of the macroforces: F ∈ Fad

and the space Γ of the elements which verify the local nonlinear equations: ŝ =
(ŝE)ΩE⊂Ω ∈ Γ if ŝ verifies

c) the evolution law in ΩE : ∀ΩE ⊂ Ω, ˆ̇epE = B(f̂E), êpE(t = 0) = 0

d) the interface behavior: ∀ΦEE′bEE′
(

ˆ̇WE ,
ˆ̇WE′ , F̂E , F̂E′

)
= 0

The state law and the initial conditions are verified by the solutions of both Ad (thanks
to the normal formulation of the constitutive law) and Γ. Clearly, the exact solution
of the decomposed problem is defined by sexact ∈ Ad ∩ Γ. Taking advantage of
the interesting properties of the equations which constitute Ad and Γ (i.e. globality
in space, but linearity in the former case; nonlinearity, but locality defined at each
integration point in the latter case), the problem is solved using a two-stage iterative
scheme. Each iteration of the solver consists of:

– a first stage, called the “linear stage”, in which linear problems which are global
in the space variable are solved;
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– a second stage, called the “local stage”, in which nonlinear problems are solved
at each integration point.

The linear and local stages are named in reference to the linearity (respectively the
locality) of the problems to be solved. Each of these stages results in an element of Γ
and Ad alternatively. In order to close the problem, one needs to introduce what we
call the “search directions” E+ and E−, whose choice will be studied later. Finally,
one can take advantage of the space-time framework and use suitable approximations
of the unknowns. More specifically, we use Proper Generalized Decomposition (PGD)
to solve the problems of the linear stage. This technique is presented in detail in
Section 3.7.

3.5. The local stage at iteration n+ 1

The local stage consists in building ŝn+1/2 ∈ Γ based on one’s knowledge of
sn ∈ Ad using a search direction E+ defined by:

E+ ∀ΩE ⊂ Ω

{
(ˆ̇epE − ėpE) + H+(f̂E − fE) = 0

( ˆ̇WE − ẆE)− h+(F̂E − FE) = 0
[18]

where H+ and h+ are symmetric positive operators which are parameters of the
method. For the sake of simplicity, (H+)−1 is often chosen equal to zero, which
requires that the dual variables in the linear stage and the local stage be equal. h+ can
be viewed as the interface stiffness divided by a characteristic time. A simple value
is: h+ = L

ET I, where E is the Young’s modulus, T the duration of the phenomenon
being studied, L the largest dimension of the structure, and I the identity operator.
At this stage, the problems are possibly nonlinear, but local in space (provided B is
also local) and often also in time, so they lend themselves to the highest degree of
parallelism.

3.6. The linear stage at iteration n+ 1

This stage consists in building sn+1 ∈ Ad based on one’s knowledge of ŝn+1/2 ∈
Γ using search direction E−. The substructure part of the search direction is defined
by:

∀ΩE ⊂ Ω (ėpE − ˆ̇epE)−H−(fE − f̂E) = 0 [19]

Because of the admissibility of the macroforces, the boundary part of the search

direction is obtained by introducing a Lagrange multiplier ˙̃
WM

E to guarantee the ad-

missibility of the macroforces in a weak sense: ˙̃
WM = (

˙̃
WM

E )ΩE⊂Ω ∈ WM?
ad :

∀ΩE ⊂ Ω (ẆE −
ˆ̇WE) + h−(FE − F̂E)− ˙̃

WM
E = 0 [20]
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Equations [19] and [20] define the search direction E−, where h− = h+, and a usual
choice for H− is the (exact or approximate) tangential stiffness operator. The explicit
expression of H− for a simple case is given in Equation [46].

The admissibility of the macroforces is expressed by:

∀ ˙̃
WM

E ∈ W
M?
ad ,∑

ΩE⊂Ω

{∫
ICi ×∂ΩE

˙̃
WM

E · FE dSdt−
∫
ICi ×∂ΩE∩∂2Ω

˙̃
WM

E · F d dSdt

}
= 0

[21]

The search direction can be written in the form of a corrective term to the solution
∆sn+1 = sn+1 − sn ∈ A?

d:

∆ėpE,n+1 −H−∆fE,n+1 + ∆E,n+1 = 0

∆ẆE,n+1 − h−∆FE,n+1 + δE,n+1 = 0
[22]

with the following known quantities:

∆E,n+1 = H−(f̂E,n+1/2 − fE,n)− (ˆ̇epE,n+1/2 − ėpE,n)

δE,n+1 = h−(F̂E,n+1/2 − FE,n) + ( ˆ̇WE,n+1/2 − ẆE,n) +
˙̃
WM

E

For each ICi × ΩE , the search direction can be interpreted as a linear constitutive
relation. Thus, the linear stage consists in minimizing a global constitutive relation
error in A?

d, which is defined over the space-time substructure ICi × ΩE . In other
words, it consists in finding ∆sE,n+1 which minimizes, over A?

d, the constitutive
relation error e2

CR,E(∆sE,n+1) associated with the search direction and defined by
(omitting subscript n+ 1):

e2
CR,E(∆sE) = ‖∆ėpE−H−∆fE+∆‖2M,E+‖∆ẆE+h−FE−δ‖2m,E [23]

where the corresponding norms are:

‖�‖2M,E =

∫
ICi ×ΩE

� ◦M� dΩdt ‖�‖2m,E =

∫
ICi ×∂ΩE

� ·m� dSdt

[24]

In order to define a norm, operators M and m must be positive definite. For example,
one can choose, if possible, M = (1− t

T )(H−)−1 and m = (1− t
T )(h−)−1, where

T is the duration of the problem being studied.

This problem depends on the quantities of the previous local stage ŝE , on the

known prescribed quantities fd, on the initial conditions and on ˙̃
WM

E , which is un-
known at this stage. Thanks to the linearity of the operator of the minimization prob-
lem, the solution can be viewed as the sum:

sE = s̃E(
˙̃
WM

E ) + ˆ̂sE [25]
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where ˆ̂sE is the solution when ˙̃
WM

E = 0. This solution can be calculated because it
depends on fields which are known at this stage. The solution s̃E depends linearly

on ˙̃
WM

E , which is unknown. In particular, the previous relation also applies to the
macroforces:

FME = LE
˙̃
WM

E +
ˆ̂
FME [26]

where ˆ̂
FME is the macro part of the loading of ˆ̂sE , and LE is a linear operator. LE rep-

resents a condensation operator onto the coarse scale of the interfaces for Substructure
ΩE of Problem [23]. This operator is calculated for each substructure, which requires
the resolution of a set of microproblems with zero initial conditions in which ŝE is

equal to zero and ˙̃
WM

E corresponds to each of the basis vectors ofWM
E in turn. The

result at the interface is projected onto the coarse scale to obtain the corresponding
value of FME (the macro part of FE). This operator depends only on the choice of the
macrobasis and on the parameters of the search directions h− and H− (for details, see
Algorithm 4). Contrary to the evolution law of the viscoelastic material formulation,
the evolution law of elastic-viscoplastic material formulation is not linear. The param-
eters of the search directions (linked to the tangential stiffness operator) are then not
constant along the iterations of the LATIN method. As the operator LE depends on
the parameters of the search directions, it has to be computed at each update of the
search directions. The computation cost of all the operators can be excessive even if
the macroquantities belong to a small finite-dimension space. To reduce it, we choose
to compute this operator only for the first iterations of the LATIN method, keeping it
then constant even if the parameters of the search directions change. The convergence
rate is not strongly affected by that simplification.

The macroproblem, whose solution is ˙̃
WM

E ∈ WM
ad, is constructed by introducing

the homogenized operator [26] into [21]:

∀ ˙̃
WM

?

E ∈ WM?
ad ,∑

ΩE⊂Ω

{∫
ICi ×∂ΩE

˙̃
WM

?

E · LE
˙̃
WM

E −
˙̃
WM

?

E · (F d −
ˆ̂
FME ) dSdt

}
= 0 [27]

This linear space-time problem is defined over the whole set of interfaces and the
entire coarse subinterval ICi . One can prove that if the boundary conditions are taken
into account through an interface behavior this problem has a unique solution. The

macroproblem leads to ˙̃
WM

E and then, through a microresolution, to s̃. Thus, one can
determine s completely. Therefore, the linear stage consists of four steps:

– minimization of [23] with ˙̃
WM

E = 0 (called “Microproblem 1”),
– if H− and/or h− and/or the macrobasis have changed, determination of operator

LE ,
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– ˆ̂
FME being now known, resolution of Macroproblem [27], leading to ˙̃

WM
E ,

– minimization of [23] using ŝ = 0 and ˙̃
WM

E obtained previously (called “Micro-
problem 2”).

3.7. The proper generalized decomposition technique (PGD)

This approximation, initially introduced in (Ladevèze, 1985) under the name “ra-
dial approximation”, is part of the LATIN method. Previous works showed that it can
lead to drastic reductions in computation costs. The basic idea is to approximate a
function f defined over a space-time domain Ω × IGi as a sum of products of sep-
arated variable functions: a temporal function λi(t) and a spatial function Λi(M):
∀(t,M) ∈ ICi × Ω,

f(t,M) ≈ f̌(t,M) =

m∑
j=1

λj(t)Λj(M) [28]

where the products λj(t)Λj(M) are called “radial space-time functions”. The number
of products m is not defined a priori since products are added in the course of the
iterative method in order to ensure a good approximation in the sense of e2

CR,E .

3.7.1. The microproblem over ICi × ΩE at Iteration n+ 1, using PGD

In (Ladevèze et al., 2010), it was shown that the minimum set of unknowns to be
sought using a separated representation consists of the plastic deformation ∆εp, the
interface displacement ∆W .

Let us assume that this set of unknowns is approximated through the adjunction of
k products of time functions by space functions. Dropping the subscript E for the sake
of simplicity, this leads to:

∆εp(t,M) ≈ ∆ε̌p(t,M) =

k∑
j=1

αpj (t)E
j
p(M)

∆W (t,M) ≈ ∆W̌ (t,M) =

k∑
j=1

αWj (t)Zj(M)

[29]

The same time function can be used for these quantities, i.e. αpj (t) = αWj (t). This is
possible because of the link done by the equilibrium equation. Let demonstrates it in
the case of one pair, dropping indices j for the sake of simplicity. The strain and the
displacement are linked by a linear operator, and the interface displacement W is the
projection on the interface of the internal displacement. All these quantities can have
the same time function αu = αW ,

∆U = αuU
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∆ε(U) = αu∇sym(U) = αuE

∆W = αuZ

As a correction to the elastic solution is searched, all ∆ quantities are in A?
d. Intro-

ducing the state law and the partition of strain ∆σ = C(∆ε − ∆εp) into the static
admissibility conditions (Equation [15]) leads to ∀U? ∈ U? and U?|Γ = 0,∫

ICi ×Ω

C(∆ε−∆εp) : ε(U̇
?
)dΩdt = 0 [30]

Introducing the PGD, the test field becomes U? = αu?U + αuU?, with U? ∈ U?
and no condition is required on αu?. Because there is no condition on αu?, a space
problem and a time problem can be separated. The space problem consists in seeking
U ∈ U2 = {U ∈ U?E |U|Γ = Z} such that ∀U? ∈ U?,∫

ICi

αuαudt

∫
Ω

Cε(U) : ε(U?)dΩ =

∫
ICi

αuαp
∫

Ω

CEp : ε(U?)dΩ [31]

The time problem consists in finding αu such that ∀αu?,∫
ICi

αuαu?dt

∫
Ω

CE : ε(U)dΩ =

∫
ICi

αpαu?
∫

Ω

CEp : ε(U)dΩ [32]

From the time Problem [32], one can deduce that αu and αp are proportional. We
make the choice of having αu = αp which sets the value of E knowing Ep. All the
time functions are the same and are then denoted α = αp = αu = αW .

With this choice for the time functions, the spatial functions E is obtained through
the resolution of the space Problem [31] which consists in seeking U ∈ U2 such that

∀U? ∈ U?
∫

Ω

C (ε(U)−Ep) : ε(U?)dΩ = 0 [33]

Then, the strain is deduced through E = ∇sym(U) and the stress ∆σ = αS is given
by:

S = C (E−Ep) [34]

Finally, the interface forces ∆F = αG are obtained with:

G = Sn|∂ΩE
[35]

One must notes that the solution is searched as a correction to the elastic solution.
Then, if no pairs are added (k = 0) the quantities have their elastic values. In the case
of an elastic substructure in a plastic problem, the only quantities to correct are the
interfaces displacements and forces. Pairs are added in that case, which combination
gives zero plastic strain. The principle of adding one product in order to improve the
quality of the approximation consists in seeking a minimum of e2

RC,E(∆sE) [23] with
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Algorithm 1: iterative resolution of the first-order approximation for one space-
time pair

- initialization of the temporal functions (for example λ(t) = t/T )
for m = 1, . . . ,mmax do

- spatial problem: the temporal function being known, one seeks the
spatial function which minimizes e2

CR,E(∆sE)
- normalization of the spatial function.
- temporal problem: the spatial function being known, one seeks the
temporal function which minimizes e2

CR,E(∆sE)

respect to time and space alternatively using Algorithm 1. The minimization with re-
spect to the time variable leads to a scalar differential equation defined over ICi , whose
resolution is quite inexpensive. The minimization with respect to the spatial variable
leads to the resolution of a small number of classical time-independent finite element
problems defined over ΩE . Both the spatial and the temporal problems are linear
problems, provided the search direction and the norm operator are linear operators.
As can be seen in our examples, Algorithm 1 converges very quickly. Therefore, in
practice, mmax is chosen to be equal to only 2 or 3.

3.7.2. Practical use of this technique in the strategy

Since the construction of the spatial functions is, by far, the most expensive part
of the process, it is worth storing and reusing these functions (see (Nouy et al., 2004;
Ladevèze et al., 2010)). Thus, the spatial functions constructed up to Iteration n are
reused systematically at Iteration n + 1 (Algorithm 2). In a first step, called the “use
of the reduced basis”, only the temporal functions are updated in order to minimize
the constitutive relation error. An error indicator ξCR,E which quantifies the accuracy
of this first prediction is calculated. For each quantity being considered, if the error
is less than a critical value ξ0 then the quantity is considered to be well-described;
no other operation is performed and one proceeds to the next iteration. Otherwise,
new space-time pairs are sought. One can observe that Parameter ξ0 affects either
the convergence rate (if ξ0 is too large) or the computation cost (if ξ0 is too small).
Numerical tests show that a good compromise is obtained with ξ0 = 0.3.

Algorithm 2: Resolution of the microproblem using PGD
- Use of the reduced basis
- Calculation of the approximation error
if approximation error is greater than a threshold then

- Add new functions using Algorithm1
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3.8. Convergence of the algorithm

The convergence of the LATIN method was proven in the case of a standard consti-
tutive law (associated potential). If one assumes that the constitutive relation operator
B is monotonous, that the interfaces are perfect and that the search direction operators
H−, H+ are positive definite (see (Ladevèze, 1999)), 1

2 (sn+ sn+1) converges toward
the solution sexact.

Since the solution sexact is the intersection of Ad and Γ, a measure of the distance
between ŝn+1/2 and sn+1 is a good error indicator to verify the convergence of the
strategy. For example, one can use:

η2 =
‖ŝn+1/2 − sn+1‖2

‖ŝn+1/2 + sn+1‖2
[36]

with:

‖s‖2 =
1

2

∑
ΩE

∑
ICi

∫
ΩE×ICi

(
fE ◦H−fE + ėpE ◦ (H−)−1ėpE

)
dΩdt+

∫
∂ΩE×ICi

(
FE · h−FE + ẆE · (h−)−1ẆE

)
dSdt [37]

Classically, in order to ensure convergence of the algorithm for more general types
of behavior, one modifies the linear stage by adding a relaxation step: one renames
the quantity previously denoted sn+1 to s̆n+1 and defines sn+1 using the relation:
sn+1 = µs̆n+1 + (1 − µ)sn where µ is a relaxation parameter usually chosen to be
equal to 0.8. This value is a parameter of the method. The convergence of the method
is proven for µ = 0.5, but a better convergence rate can be obtained using µ closer to
one. According to some tests, the value 0.8 leads to a good convergence rate.

3.9. A word concerning the use of different functional spaces

One can observe that the exchange of data between two substructures is carried
out only at their interface. This property enables one to deal with different func-
tional spaces in the substructures in terms of PGD approximation and/or discretization
schemes. Before solving the behavior equations of the interfaces, a necessary first step
consists in building the trace of all the PGD quantities at the interfaces. Then, if the
discretization schemes at the substructure boundaries are the same, classically, the
interface behavior is used. If they are different, a particular technique such as the
mortar-based transfer technique introduced in (Néron et al., 2008) must be used.
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4. Example of a bar

4.1. Definition of the problem

Let us consider the academic example of a bar in traction subjected to quasi-
static isothermal evolution, with the assumption of small perturbations. The mate-
rial’s behavior is elastic-viscoplastic and is described by the normal formulation of
the Marquis-Chaboche constitutive law (see Section 2.2). The bar is subjected to a
zero displacement at x = 0 and to a prescribed displacement U = Ud at the other end
x = L. The structure is made of three different materials in the three parts denoted
1, 2, 3 on Figure 3. The corresponding material coefficients are given in Table 1. The
material are distinguished by the initial threshold σy , as it is one of the most influential
parameter on the plastic strain level.

x = Lx = 0

Ω

xUd1 2 3

x = L/3 x = 2L/3

t

0.0012L
Ud

60s

Figure 3. Definition of the one-dimensional example

Table 1. Elastic-viscoplastic constitutive coefficients for a 316 Steel at 600◦K. E, C,
refer to Equation [6]. σy refers to Equation [8]. K, N and γ refers to [10] and [11]

part E ν C σy N K γ

1 137,600 Mpa 0.3 24,800 Mpa 8 Mpa 12 150 MPa.s1/N 300
2 ” ” ” 6 Mpa ” ” ”
3 ” ” ” 4 Mpa ” ” ”

4.2. Substructuring of the problem

The structure is viewed as an assembly of substructures and interfaces (Figure 4).
An interface between two substructures has four unknowns (the displacement and the
force at each end). Each boundary interface has two unknowns, the displacement and
the force at the end connected to the substructure. One can observe that the substruc-
ture boundaries do not need to coincide with the change of material.

The macroquantities at the interfaces are defined as projections onto the macroba-
sis, which consists of three space-time functions (see Figure 5) defined on a single
coarse time interval (I = IC1 = [0, T ]). This basis can be enriched automatically dur-
ing the calculation to ensure scalability when dealing with highly nonlinear problems,
as explained in (Passieux et al., 2010).
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Ud

x = Lx = 0

x

ΩE ΩE′W1
F1

W3
F3

W2
F2

W2′

F2′

Figure 4. Substructuring of the problem

Figure 5. The space-time macrobasis

4.3. Definition of the spaces

In this one-dimensional case, spaces Ad and Γ are defined as:

Ad

 AdE

{
U(x = 0) = 0

dσ
dx = 0

}
AdE′

{
U(x = L) = Ud

dσ
dx = 0

}
Fad

{
FM2 + FM2′ = 0

}

[38]

Γ

{
ėp = B(f)
W2 = W2′ F2 + F2′ = 0

}
[39]

The solution is the intersection sexact = Ad ∩ Γ of these two spaces and can be
found using the LATIN iterative procedure.

4.4. Discretization schemes

In each substructure, the spatial discretization is carried out using a classical finite
element scheme consisting, for example, of four linear elements as shown in Figure 6.
A derivation operator B is associated with that discretization, and a Gaussian integra-
tion scheme is used. The fields of the spatial derivative fields are constant over each
element.
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u1 u2 u3 u4

l l l

Figure 6. The spatial discretization of a substructure

A Euler scheme is used for the time discretization, so the time derivative of a
function α at time step i is:

α̇i =
αi − αi−1

δt

In our case, sixty time steps were used.

4.5. The local stage at iteration n+ 1

Given a solution sn ∈ Ad, one seeks ŝn+1/2 ∈ Γ. The most natural substructure
search direction (Equation [18]) to choose is given by (H+)−1 = 0 i.e. f̂ = f . With
this search direction, the local stage in the substructures consists in finding ˆ̇en+1/2

such that

ˆ̇en+1/2 = B(fn) ⇔[
ˆ̇εp n+1/2

− ˆ̇αn+1/2

]
= k〈f〉N+

[
sign(σn −Xn)

−sign(σn −Xn) + 3γ
2

1
CXn

]
[40]

with

f = |σn −Xn| − σy [41]

These two equations correspond to Equations [12] and [8] in the case of a bar.

At the interfaces, we choose to neglect the influence of viscosity and use the same
search direction as in the linear case. This search direction is a function of only the
neighboring substructures, with length l and stiffness C given by the Young’s modulus
E, and with a characteristic time tc related to the loading (in this case, equal to the
period of the loading):

h+ =
1

tc

l

E
[42]

On each side of the interface, the search directions are defined by:{
( ˆ̇W − Ẇn)− h(F̂ − Fn) = 0

( ˆ̇W ′ − Ẇ ′n)− h′(F̂ ′ − F ′n) = 0
[43]
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with h = h′ = h+. Combining Equations [39] and [43], one has
ˆ̇W = ˆ̇W ′ =

(
h−1 + h′−1

)−1
{

h−1Ẇn + h′−1Ẇ ′n − (Fn + F ′n)
}

F̂ = −F̂ ′ = Fn + h−1
(

ˆ̇Wn − Ẇn

) [44]

For the interfaces with prescribed displacement, one has{
Ŵ = Ud
F̂ = Fn + h−1(U̇d − Ẇn)

[45]

4.6. The linear stage at iteration n+ 1

As explained in Section 3.6, the linear stage consists of two microproblems in the
substructures and a macroproblem at the interfaces.

4.6.1. The search direction (Equations [19] and [20])

In the substructures, the search direction leading to the smallest number of itera-
tions is the tangent to space Γ in ŝn+1/2, i.e. the derivative of Φ(f)∂fF with respect
to f (see (Ladevèze, 1999)). Then, the linear time-dependent operator H− is equal to:

H− = k〈f〉N+
[
0 0

3γ
2C

]
+ kN〈f〉N−1

+

[
1 −1

sign(σ −X)C1 −sign(σ −X)C1

]
[46]

with

C1 =

(
−sign(σ −X) +

3γ

2C
X

)
.

On the one hand, the calculation of this search direction can be computationally ex-
pensive and requires the homogenized operator L to be updated. On the other hand,
keeping the same search direction for too many iterations affects the convergence rate
of the algorithm. Updating the search direction only when the convergence rate slows
down is an efficient strategy.

For the sake of simplicity, the off-diagonal terms are set to zero. This enables one
to divide the constitutive relation error into two parts, one related to (εp,W ) and the
other to α. Then, the search direction can be written as:

H− =

[
Hσ 0
0 HX

]
[47]

with

Hσ = kN〈f〉N−1
+ , HX = k〈f〉N+

3γ

2C
− kN〈f〉N−1sign(σ −X)C1
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The search direction derives from the evolution law and is a positive operator, but is
not definite. Indeed, in the elastic domain, f = 0 and H− is zero. In order to take
M = (H−)−1, one introduces a minimum positive operator Z such that

H− = H− + Z [48]

with, for example, Z = ζA−1, where ζ denotes a regularization coefficient to be
optimized, and A is the state law operator. ζ must be as small as possible. In our test,
we found the value 0.15 to be the minimum. The search direction of the interface at
the linear stage h− is chosen to be equal to that of the local stage h+.

4.6.2. Resolution of the microproblems using PGD, plastic deformation part

Algorithm 1 enables one to determine a new pair of functions in the PGD approx-
imation. In this section, we give a detailed description of the different minimization
problems for the chosen discretization scheme. The constitutive error is:

e2
CR,E(∆sE,n) = e2

CRεp,E(∆εp,∆W )

which corresponds to Equation [23] in the case of a bar. The correction is sought in
PGD form, i.e. as the product of a spatial function and a temporal function:

e2
CRεp,E(∆ε̌p,∆W̌ ) = ‖α̇Ep−HσαS+∆ε‖Mσ +‖α̇Z+h−αG−δ‖m [49]

where Mσ is the part of M related to ε.

In this case, the resolution of a microproblem consists in minimizing the error,
given (∆εp , δ).

Adjunction of a new pair to represent (∆εp,∆W ) = (α(t)Ep, α(t)Z)

– The spatial problem leading to (Ep, Z)

Given the temporal function α(t), one seeks (Ep, Z) which minimizes
e2
CR,E(∆sE). With that formulation, one needs to solve a finite element problem

with twice the size of a standard problem. Another way of finding the minimum con-
sists in seeking the unknowns in a different order. Introducing the kinematic unknown
∆ε̌ = αE, the constitutive relation error can be written as:

e2
CRεp,E(∆ε̌p,∆W̌ ) = ‖α̇C−1S−HσαS− α̇E + ∆ε‖Mσ

+ ‖α̇Z + h−αG − δ‖m [50]

Then, the stationarity of the error is expressed by: find (E, Z) ∈ E?E and (S, G) ∈
F?
E such that ∀(E?, Z?) ∈ E?E and ∀(S?, G?) ∈ F?

E
∫

ΩE
S? : (ACCS−ACEE + ∆C)dΩ

+
∫
∂ΩE

G? · (aGGG+ aGZZ − δG)dΓ = 0∫
ΩE

E? : (AEEE−AECS−∆E)dΩ

+
∫
∂ΩE

Z? · (aZZZ + aZGG− δZ)dΓ = 0

[51]
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with

ACC = 1
E2

∑T
t=0

1
Hσ

α̇2 dt+ 2
E

∑T
t=0 α̇α dt+

∑T
t=0 Hσα

2 dt

ACE = AEC = 1
E

∑T
t=0

1
Hσ

α̇2 dt+
∑T
t=0 α̇α δt

AEE =
∑T
t=0

1
Hσ

α̇2 δt

∆C = −
∑T
t=0 ∆εα δt− 1

E

∑T
t=0

1
Hσ

δα̇ δt

∆E = −
∑T
t=0

1
Hσ

∆εα̇ δt

aGG =
∑T
t=0 h−α2 δt

aGZ = aZG =
∑T
t=0 α̇α δt

aZZ =
∑T
t=0

1
h− α̇

2 δt

δG =
∑T
t=0 δα δt

δZ =
∑T
t=0

1
h− δα̇ δt

[52]

System [51] of two equations with two unknowns is global because of the admis-
sibility conditions and is solved using Algorithm 3.

Algorithm 3: iterative resolution of the spatial problem
- initialization E, Z (e.g. 0)
for p = 1, . . . , pmax do

- Static problem: with (E, Z) fixed, one seeks (S, G) which minimizes
e2
CR,E(∆sE)

- Kinematic problem: with (S, G) fixed, one seeks (E, Z) which
minimizes e2

CR,E(∆sE)

- The static problem: This linear problem can be converted to a primal problem
through a duality transformation. Two Lagrange multipliers (Ẽ, W̃ ) are introduced in
order to ensure that (S, G) belongs to F?, i.e.:

∀(S?, G?)
∫

ΩE

S? : (ACCS−ACEE + ∆C)dΩ

+

∫
∂ΩE

G? ·(aGGG+aGZZ−δG)dΓ−
∫

ΩE

S? : ẼdΩ+

∫
∂ΩE

G? ·Z̃dS = 0

[53]

∀(Ẽ?, Z̃
?
) ∈ E?E ,

∫
ΩE

S : Ẽ? =

∫
∂ΩE

G · Z̃?dS [54]

Since no condition applies to (S?, G?), Equation [53] can be written at any point

S =A−1
CC

(
ACEE−∆C + Ẽ

)
G =a−1

GG

(
δG − aGZZ − Z̃

) [55]
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These relations are introduced into Equation [54], the admissibility equation of the
Lagrange multipliers:

∫
ΩE

Ẽ? : A−1
CC

(
ACEE−∆C + Ẽ

)
dΩ =∫

∂ΩE

Z̃? · a−1
GG

(
δG − aGZZ − Z̃

)
dS [56]

This problem can be solved as a classical finite element problem. Then, (S, G) can be
calculated thanks to Equation [55].


A−1

CC

l + a−1
GG −A−1

CC

l 0 0

−A−1
CC

l 2
A−1

CC

l −A−1
CC

l 0

0 −A−1
CC

l 2
A−1

CC

l −A−1
CC

l

0 0 −A−1
CC

l

A−1
CC

l + a−1
GG




ũ1

ũ2

ũ3

ũ4

 =


A−1

CC

l

(
−ACEE + ∆C

)
+ a−1

GG

(
aGZZ − δG

)
A−1

CC

l

(
−ACEE + ∆C

)
A−1

CC

l

(
−ACEE + ∆C

)
A−1

CC

l

(
−ACEE + ∆C

)
+ a−1

GG

(
aGZZ − δG

)

 [57]

and the static unknown can be deduced:

Z(1) = ũ1 Z(2) = ũ4 Ẽ = Bũ [58]

G = a−1
GG

(
δG − aGZZ − Z̃

)
C = A−1

CC

(
ACEE−∆C + Ẽ

)
[59]

- The kinematic problem: The kinematic problem is already a primal problem
which can be solved using the finite element method.


AEE

l + aZZ −A−1
EE

l 0 0
−AEE

l 2AEE

l −AEE

l 0
0 −AEE

l 2AEE

l −AEE

l

0 0 −AEE

l
AEE

l + aZZ




u1

u2

u3

u4

 =


1
l

(
AECC−∆E

)
+
(
aZGG+ δZ

)
1
l

(
AECC−∆E

)
1
l

(
AECC + ∆E

)
1
l

(
AECC + ∆E

)
+
(
−aZGG+ δZ

)
 [60]
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The interface displacements are the traces of the displacements at the substructure’s
border.

Z1 = u1 Z2 = u2 [61]

The kinematic unknown is deduced using the finite element derivative operator B.

E = Bu [62]

– The temporal problem leading to α

Given the spatial functions (Ep, Z), one seeksα(t) which minimizes e2
CRεp,E

(εp,W ).
The stationarity of the error is expressed by

∀α?
∫
ICi

α̇?
(
a11α̇+ a10α− d1

)
dt+

∫
ICi

α?
(
a01α̇+ a00α− d0

)
dt = 0

[63]

With the time scheme chosen, this can be written in the form:

Tnqn = bn [64]

with qTn = [αn−1 αn], bTn =
[
−d1dt

(
d1
dt + d0

)]
and the elementary matrix

Tn =

[
a11
dt2

(
−a10dt −

a11
dt2

)(
−a01dt −

a11
dt2

) (
a11
dt2 + a10

dt + a01
dt + a00

)]
a11(t) =

∑l
x=0

(
1

Hσ
E2
p

)
δx + 1

h−Z
2
1 + 1

h−Z
2
2

a00(t) =
∑l
x=0

(
HσC2

)
δx+ h−G2

1 + h−G2
2

a10(t) = a01(t) = −
∑l
x=0 (EpC) δx+ Z1G1 + Z2G2

d1(t) =
∑l
x=0 Ep

1
Hσ

∆ δx+ Z1
1
h− δ + Z2

1
h− δ

d0(t) =
∑l
x=0

(
C∆ε

)
δx+G1δ +G2δ

The minimization problems which must be solved in order to use the reduced
basis are very similar to the problem of the determination of the new pairs. The only
difference is that the spatial functions are known; so no iterative process between
time and space is needed. The orthonormalization of the spatial functions leads to
simplifications.

4.6.3. Resolution of the microproblems, cinematic hardening part

The microproblem 1 consists in finding X and α such that it verify the state law
and the search direction

X =
2

3
Cα

α̇ = HXX =

(
k〈f〉N+

3γ

2C
+ kN〈f〉N−1C2

1

)
X

[65]
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This simple differential equation in time is solved in each element separately, with the
time integration scheme chosen.

4.6.4. Resolution of the macroproblem

The macroproblem consists of two steps. First, one must determine operators LE
and LE′ (Figure 7) using Algorithm 4. Then, one must find the macro equilibrium
(Equation [21]).

Algorithm 4: Determination of operator LE

for interface i = [1, 2] do
for the kth space-time function of macrobasis fMk (Figure 5), k = [1, 2, 3]
do

˙̃
WM

i = fMk

Solve the microproblem with δ =
˙̃
WM

for the kth space-time function of macrobasis fMl (Figure 5),
l = [1, 2, 3] do

Li1klE = 〈F1, f
M
l 〉

Li2klE = 〈F2, f
M
l 〉

Load on the i th interface, others at 0

k th space-time function of macroscopic basis applied as load

Force projected on the l th function of the macroscopic space-time basis

Force on the j th interface as an output

Figure 7. Determination of the homogenized operator for a substructure

In our case, the macro equilibrium can be expressed asL11
E L21

E 0
L12
E L22

E + L11
E′ L21

E′

0 L12
E′ L22

E′




˙̃
WM

1
˙̃
WM

2
˙̃
WM

3

 =

FM1FM2
FM3

 [66]

where LE(respectively LE′ ) is an n×n (respectively n′×n′) matrix, n (respectively
n′) being the sum of the sizes of the macroscopic bases of all the interfaces of sub-

structure ΩE (respectively ΩE′ );
˙̃
WM

i and FMi are vectors of dimension m (the size
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of interface’s macrobasis). For example, the first component of FM2 is the projection
of the macro basis of −(F2 + F3) onto the first temporal function.

Operators LE and LE′ are updated each time the search direction changes. In the
one-dimensional example, 2× n (respectively 2× n′) microproblems must be solved
for substructure ΩE (respectively ΩE′ ) in order to build the macro operator.

4.7. Summary of the parameters of the method

The LATIN method introduces fundamental parameters that are the search direc-
tions.
The search directions associated with the interface problems, h+ and h− are linked
to the global rigidity of the substructures and the time of study. We choose to keep
the elastic rigidity (Equation [18] in the general frame, and Equation [42] for the 1D
example). Search directions at the local and the linear stage are taken equal h+ = h−.
In the substructures, for the local search direction operator H+, we choose an oper-
ator that preserves dual quantities, i.e. f̂ = f (Equation [18] in the general frame,
and Section 4.5 for the 1D example). For the linear search direction operator H−, we
choose an operator associated to the “pseudo-tangent” to Γ space (Equation [19] in
the general frame, and Section 4.6.1 for the 1D example). This operator is regularized
introducing a parameter ξ set in our example to 0.15 (Section 4.6.1). These search
directions are similar to the ones used in a Newton tangent algorithm.
To ensure the convergence of the method, a relaxation parameter µ is introduced,
which value is set to 0.8 (see Section 3.8).

The PGD approximation in the linear stage also introduces parameters. Firstly, the
choice of the norm to define the constitutive error, for which we take an operator linked
to the linear search direction (see Equation [24]. Then a parameter ξ0 is introduced
to control the enrichment of the approximation. A value of 0.3 is chosen (see Section
3.7.2).

4.8. Illustrations

4.8.1. Convergence of the method

A reference solution was calculated using a Newton algorithm converged up to
the precision of the machine. An error for that solution was calculated in order to
verify both the convergence of the multiscale LATIN algorithm and the relevance of
the convergence indicator defined in Section 3.8. In Figure 8, one can see that the
algorithm converges toward the solution and that the convergence rate can be checked
throughout the iterations using the convergence indicator. For a convergence indicator
equal to 0.01% (Figure 9), no visible difference exists compared to the reference so-
lution. The strain is admissible throughout the structure and no displacement gap can
be observed at the interfaces.
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Figure 8. Convergence indicators during the iterations of the algorithm

Figure 9. Solution for a convergence indicator η = 0.01% in the 3 materials (– Ma-
terial 1, - - Material 2, –· Material 3)

4.8.2. Representation of the fields

The advantage of the PGD approximation is that only very few pairs are needed in
order to represent a field. For example, at Iteration 4 of the algorithm, only one pair
was generated in the first bar to represent ε̇p (Figure 10 (a)), and the approximation
error indicator ξ was 0.5%. At Iteration 30, four pairs were used for an error equal to
0.48% (Figure 10 (b)), while the convergence indicator η of the algorithm was equal
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to 8%. In our example, a maximum of five pairs was generated in each substructure
for a convergence indicator equal to 0.0001%.

The generation of a pair requires the resolution of two finite element problems. Al-
together, during the whole iteration process of the LATIN method, only ten such finite
element problems were solved for each substructure. Conversely, using an incremen-
tal technique, at least one finite element problem would have had to be solved for each
substructure and at each time step, which, in our case, represents a minimum of sixty
finite element problems. Actually, since the problem is nonlinear, the iterations of the
Newton algorithm would have represented an even larger number.

(b)

(a)
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Figure 10. Number of space-time pairs required to represent ε̇p in the first bar at
Iterations 4 (a) and 30 (b) of the LATIN method

In 3D problems, the PGD technique enables a drastic reduction in computation
time ((Ladevèze et al., 2010) for a viscoelastic constitutive law). In addition, if mul-
tiple similar problems need to be solved, one can keep the same basis as long as A∗d
does not change. Then, the iteration of the algorithm in the linear step concerns only
the updating of the temporal functions.
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5. Example of a plate with a hole

More complex examples can be treated with this method, let consider a plate with
a hole. The symmetry conditions allow us to consider an eighth of the plate. The
plate is decomposed into four substructures with a total of 1,407 DDLs. A prescribed
displacement is imposed on the face opposed to the hole, in the normal to the face
direction. The evolution in time of the displacement is a simple ramp, split into 30
time steps (Figure 11). A maximum strain of 0.47% is obtained with these boundary
conditions, with 0.37% of plastic strain.

perfect interface

normal displacement
imposed

symmetry condition Ud

t15s

Ud

1
2

3
4

Figure 11. Plate with a hole boundary conditions and domain decomposition

A LATIN error indicator of 10−2 is reached in 79 iterations (Figure 12). Different
numbers of pairs are necessary in the domains to reach this error. The number of pairs
is presented in the following table.

Domain 1 2 3 4
Number of pairs 11 13 19 28

Most of the plasticity occurs in domain 4, that why more pairs are necessary in that
domain. Domain 1 remains elastic and the combination of the pairs always gives null
plastic strain but non zero stress, strain, interface force and displacement.

Figure 12. Plastic strain at the fourth and last iterations of the LATIN, last time step.
The displacement is magnified by a factor 100.
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6. Conclusion

We presented the details of the application of the multiscale LATIN method to
elastic-viscoplastic analysis. In order to use this approach with such a constitutive
model, it was necessary to address two main points. The first point is the use of a
normal formulation of the constitutive law. We particularized the Marquis-Chaboche
elastic-viscoplastic model to this type of formulation. The second point is the careful
selection of the method’s linear search direction because this operator must be suf-
ficiently regular. We proposed a regularization of the tangent linear search direction
using the state law operator.

A fundamental feature of the LATIN method is the use of Proper Generalized De-
composition. Thanks to this technique, only very few finite element problems need to
be solved compared to usual incremental techniques. Furthermore, the fact that thanks
to the domain decomposition method the strategy is suitable for parallel computing
makes the calculation of complex, real-life nonlinear structures truly affordable.

The next step will be the application of this strategy to other problems taking into
account variations of the material properties. The multiscale LATIN method enables
one to reuse the solution of a problem in order to solve similar problems. That strategy
has already been applied very efficiently to parametric studies with multiple contacts
(Boucard et al., 2003) and now needs to be extended to the parametric analysis of
problems with elastic-viscoplastic behavior.
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