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Abstract

Aiming at the problems that the features extracted from the traditional system
operation state are not adaptive and the specific system operation state is
difficult to match, a gearbox system operation state diagnosis method based
on continuous wavelet transform (CWT) and two-dimensional convolutional
neural network (CNN) is proposed. The method uses the continuous wavelet
transform to construct the time-frequency map of the hydrodynamic system
operating state signal, and uses it as the input to construct a convolutional
neural network model, and forms a deep distributed system operating state
feature expression through a multilayer convolutional pool. The structural
parameters of each layer of the network are adjusted by the back propagation
algorithm to establish an accurate mapping from the signal characteristics
to the system operating state. In the experiments under different working
conditions and different system operation states, the accuracy of system

European Journal of Computational Mechanics, Vol. 31 3, 387–408.
doi: 10.13052/ejcm2642-2085.3133
© 2022 River Publishers



388 R. Shen et al.

operation state recognition reaches 99.2%, which verifies the effectiveness
of the method. Using this method of adaptively learning rich information in
the signal can provide a basis for intelligent system operation state diagnosis.

Keywords: Gearbox, CWT, time-frequency diagram, system operating
condition diagnosis, CNN.

1 Introduction

Hydraulic equipment is playing an increasingly dominant role in mechani-
cal engineering power and automation. However, the higher the power and
automation, the more complex the structure of the equipment, the greater the
possibility of system operating conditions, and the greater the hazards and
losses caused by system operating conditions [1]. Taking the hydraulic power
system in mechanical engineering as the object, on the basis of theoretical
analysis and a large number of experimental research, four standard operating
modes of hydraulic power system based on the power spectrum characteris-
tics of current signal are given. A pattern recognition method based on grey
correlation degree calculation is proposed, which can well identify the normal
hydraulic power system and the occurrence of motor fault, machine fault and
oil pump fault. In addition, the grey correlation degree algorithm is simple
and the amount of calculation is small, which can realize online monitoring.
Therefore, it is especially important to monitor the operating status of the
hydraulic system in a timely and effective manner and to accurately determine
the causes of the operating status of the system. The use of units hope that
the equipment of the mechanical and electrical devices in the process of
operation can operate normally, once the overload, impact, jamming and other
unexpected system operating conditions can be dealt with in a timely manner,
otherwise it will lead to equipment damage, causing significant economic
losses to the use of units. Therefore, the manufacturers are trying to improve
the reliability of the equipment at the same time, hope to find an economical
and practical condition monitoring method, to prevent problems before they
occur, to achieve scientific management [2].

Some scholars have already studied the end-to-end system operation
status diagnosis method that unifies feature extraction and shallow machine
learning classification under one framework and extracts features directly
from the original signals. In [3], a stacked denoising automatic coding
method was proposed to diagnose the operating status of rolling bearing
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systems. In [4], a rough set attribute reduction based on mutual information
is introduced to optimize the decision tree classification algorithm, and it
is used for aero-engine oil-hydraulic system operating condition diagnosis.
[5] used deep confidence networks (DBN) to fuse multi-sensor information
and applied it to aero-engine structural health status identification. [6] used
the empirical modal decomposition (EMD) method to process the input to
obtain multichannel one-dimensional signals. These methods provide useful
references for automatic learning of system operating state features, but they
all learn from a single time or frequency domain, and the learned features can-
not yet portray the two-dimensional characteristics of the system operating
state.

Learning algorithms that use the extracted features to train classifiers for
state recognition include K-nearest neighbor classifier (KNN) [7], artificial
neural network (ANN) [8], support vector machine (SVM) [9], wavelet clus-
tering (WCG) [10], and so on. In recent years, convolutional neural networks
(CNNs) in deep learning algorithms have become a hot research topic because
of their ability to automatically extract and integrate signal features, and their
feature representation capability improves with the increase of network lay-
ers. In [11], a deep adversarial convolutional CNN was proposed for variable
working conditions of gearboxes to improve the generalization performance
of the network. [12] designed a deep coupled dense convolutional network
(deep coupled dense CNN) for the gradient disappearance problem to better
characterize the system operation state of the gearbox input signal. [13] pro-
posed a convolutional gated recurrent neural network-based diagnostic model
for the operating state of a bearing system, which solves the problem of
degraded diagnostic performance under small sample data. The method of
input processing signal to CNN has higher accuracy compared with the CNN
of input raw signal, a fault diagnosis method based on the combination of
DBN and 1D CNN proposed by [14], and a system running state diagnosis
method based on the combination of EMD, SVM and CNN studied by [15].

In this paper, we propose a model to diagnose the operating condition
of gearbox system by combining CWT and 2D-CNN. Based on the rich
information in the CWT time-frequency map, the CNN adaptively learns the
time-frequency features to avoid the manual extraction of system operation
status features, and automatically optimizes the network according to the
classification and diagnosis errors, which can provide the basis for the intel-
ligent implementation of system operation status diagnosis by organically
integrating feature extraction and feature classification [16].
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2 Identification Mechanism Analysis

2.1 Dynamics Model of Hydraulic Power System

The electro-mechanical-hydraulic coupling mode of the motor-driven oil
pump rotor system is shown in Figure 1. The most fundamental guiding
ideology of modeling with system dynamics method is the system view and
methodology of system dynamics. System dynamics believes that the system
has integrity, correlation, hierarchy and similarity. The internal feedback
structure and mechanism of the system determine the behavior characteristics
of the system. Any complex large-scale system can be connected by the most
basic information feedback loops of multiple systems in some way. The sys-
tem goal of system dynamics model is to solve system problems from the
perspective of change and development according to the actual application.
One of the most important characteristics of system dynamics modeling and
simulation is to realize the dual simulation of structure and function. There-
fore, the correct implementation of the principle of system decomposition and
system synthesis must run through the whole process of system modeling,
simulation and testing. Like other models, the system dynamics model is
only the simplification and representation of some essential characteristics
of the actual system, rather than the original local translation or replication.
Therefore, in the process of constructing system dynamics model, we must
pay attention to grasp the overall situation, grasp the main contradictions,
reasonably define system variables and determine system boundaries. There
are a whole set of qualitative and quantitative methods to test the consistency
and effectiveness of system dynamics models, such as sensitivity analysis
of structures and parameters, simulation tests under extreme conditions and
statistical method tests, etc., but the final standard to evaluate the quality of a
model is objective practice, and the practical test is long-term, and it can not

 
Figure 1 Dynamics model of the motor-driven oil pump rotor system.
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be completed once or twice. Therefore, even a carefully constructed model
must be constantly modified and improved in future applications to adapt to
the new changes and new goals of the actual system.

The motor shaft and the oil pump rotor are coupled by a flexible cou-
pling, and the motor and the oil pump base are considered rigid. During the
operation of the system, the rotor system will vibrate relative to the ground
(x, y) direction due to eccentricity or misalignment, in addition to torsional
vibration (δ direction) relative to the motor shaft during unstable processes
such as starting, braking, and oil shock. When torsional vibration occurs,
the and of the motor shaft and the oil pump shaft will change continuously.
Since the rotational speed of the motor shaft is constantly changing during
the unstable process, it is convenient to use the synchronous constant speed
rotational coordinate system (MT) to describe the operating state of the motor
system [17].

The modeling process of system dynamics is a process of understanding
and solving problems. According to the law of people’s understanding of
objective things, it is a process of wavy progress and spiral rise. Therefore, it
must be a process from coarse to fine, from outside to inside, repeated cycles
and deepening. System dynamics sums up the whole modeling process into
five steps: system analysis, structure analysis, model establishment, model
test and model use. These five steps have a certain order, but according to
the specific situation in the modeling process, they are all cross and repeated.
The main task of the first step of system analysis is to clarify the system prob-
lems, widely collect the relevant data, information and information to solve
the system problems, and then roughly delineate the boundary of the system.
The second step of structural analysis focuses on the structural decomposition
of the system, the determination of system variables and the information
feedback mechanism. The third step is the quantitative process of system
structure (establishing model equations for quantification). The fourth step of
model test is to simulate and debug the model with the help of computer, and
constantly modify and improve the model through the evaluation of various
performance indicators of the model. The fifth step of model use is to conduct
quantitative analysis and Research on system problems and do various policy
experiments on the established model.

The equation of motion of the oil pump rotor system is

mẍ+ cxx+ kxx = me(sin θ − θcos)θmÿ + cyy
′ + kyy −mg

= θme− θosθ + ·θsinθ(Jp + me2) · θ (1)
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According to the hydraulic transmission theory, the torque equation of the
oil pump is

Mp =
ppq

2πηp
(2)

According to the motor theory, the voltage equation of a three-phase
asynchronous motor in MT coordinate system is expressed as follows:

uM
uT
0
0

 =


rs + ∆s ωLs ∆m ωLm

−ωLs rs + ∆Ls −ωLm ∆Lm

∆m (ω − ω)Lm rr + ∆r (ωs − ωr)Lr

(ω − ω)Lm ∆m −(ω − ω)Lr rr + ∆r



×


i̇M
İT
i̇m
İt

 (3)

The equation of motion of the rotor of the motor is

Je
p

dω

dt
= e− kδδ (4)

The following equilibrium relationship exists between the angular veloc-
ity of the motor spindle and the mechanical rotor

d

dt
δ =

ω
p−θ (5)

Substituting the previous equation into Equation (3) yields

(Jp + me2) · θ
2
3 pLm(iTim − iM it)

Je
p

dωt

dt
− ppq

2πηp

+ mexsinθ −me(ÿ + g) cos θ (6)

2.2 Principle of Recognition Based on Current Signal

The hydraulic power system is generally driven by a three-phase asyn-
chronous motor, and its current changes proportionally with the pump load
during operation, so the electric control cabinet is generally equipped with
a motor current monitoring device – current transformer, through which
the effective value of the current change during the motor operation can
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Figure 2 Overload working condition current, oil pressure, vibration signal change process.

be observed at any time. From the analysis of Equations (1) to (6), it is
known that due to the coupling of rotor system, the current carries a lot
of useful information reflecting the operation status of the equipment, if a
suitable signal processing method is adopted, it will bring great convenience
to the status monitoring and even system operation status identification. In the
current transformer output and a resistor R on the current sensor, the voltage
U is the output voltage of the current sensor, the analog voltage U by A/D
conversion can be sent to the digital signal processing system for information
processing [18].

Figure 2 shows the current, oil pressure, vibration displacement and
acceleration signals measured simultaneously on the test system as a function
of time. As seen in Figure 2.

(1) Overload overflow process, the current always exceeds the rated value,
and the maximum peak than the maximum peak oil pressure lags
20∼30 ms, vibration parameters also increased, which indicates that
the oil pump rotor system issued by the machine, electricity, liquid
information has a strong coupling characteristics;

(2) When operating under rated load, the current, oil pressure and vibration
signals change smoothly and have weak coupling characteristics.

In summary, due to the coupling effect of the electromechanical and
hydraulic parameters of the rotor system, the current signal contains
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information reflecting the operating status of the motor, hydraulic pump and
mechanical device.

3 CWT-CNN System Operation Status Recognition
Algorithm

The flow of system operation status diagnosis by CWT-CNN algorithm is
shown in Figure 3. Firstly, the time-frequency map is obtained by continuous
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Figure 3 Flow of CWT-CNN system operation status diagnosis.
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wavelet transform of the original vibration signal; then the forward and
backward propagation algorithms of the convolutional network are used
to learn the rich information in the time-frequency signal and obtain the
time-frequency features related to the essence of the system operation state
signal; finally, the classification layer of the network establishes the mapping
relationship between the extracted features and the corresponding system
operation state type. The image is the input layer, followed by CNN’s unique
convolution layer. The built-in activation function Q of the convolution layer
uses relu, followed by CNN’s unique pooled Q layer. The combination of
4 convolution layers + pooled layers can appear many times in the hidden
layer. It can also be flexibly combined. Convolution + convolution + pool-
ing, convolution + convolution, etc. 5 is the fully connected layer Q (fully
connected layer) after several convolution layers + pooling layers, which is
actually the DNN structure, but the output layer uses the softmax activation
function to classify image recognition. Generally, FC is the full connected
layer of CNN. The full connection layer generally includes the output layer
that finally activates the function with softmax Q.

3.1 Continuous Wavelet Transform

The short-time Fourier transform (STFT) is one of the first proposed time-
frequency analysis methods for nonlinear signals. The process is to first split
the complete signal into a finite number of segments that can be considered as
smooth signals through a window that keeps sliding with time, and then use
the Fourier transform to analyze each segment of the signal, and finally stitch
together the frequency features of all the time segments Then the Fourier
transform is used to analyze each segment, and finally the frequency features
of all time segments are stitched together to obtain a feature matrix that can
describe the information of system operation in the signal. However, the
shape of the window function in STFT is fixed, that is, when the window
width is large, the frequency resolution is high but the time resolution is low;
when the window width is small, the time resolution is high but the frequency
resolution is low [19]. The time-frequency features generated using this
method are difficult to perform effective system operation status diagnosis.
For this reason, the CWT adjustable time-frequency window is used. For an
arbitrary signal x(t), its continuous wavelet transform is

Tcw,x(u, v) =

∫ +∞

−∞
x(t)ϕu,v(t)dt
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=
1√
v

∫ +∞

−∞
x(t)ϕ

(
t− u
v

)
dt (7)

ϕu,v(t) =
1√
v
ϕ

(
t− u
v

)
, v > 0, u ∈ R (8)

The wavelet transform can automatically adjust the factors u and v by the
characteristics of the signal, which makes the wavelet transform adaptive and
multi-resolution for different time interval vibration signals of gearboxes.

3.2 Convolutional Neural Networks

The main structure of CNN includes input layer, convolutional layer, pooling
layer, fully connected layer and output layer, as shown in Figure 4. The pool-
ing layer connects one or more convolutional layers to form a convolutional
pooling module, and multiple similar convolutional pooling modules are
accumulated to obtain a deep network structure, which is connected into
the fully connected layer to achieve label classification in the output layer.
CNN extracts features from the input in layers, and the lower layers can
learn generalized features such as contours in images, while the higher
layers can integrate the low-level features into abstract high-level feature
information [20].

Input image

Convolution 
kernel 1

Convolutio
n kernel 2

Convolution 
kernel 3

Convolution Pooling Spread Full connection

Output

...

...

......
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Figure 4 Convolutional neural network structure.
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The learning training of the network is divided into two processes:
forward propagation and backward propagation. The forward propagation
process is to input the sample data into the network, and the output of the
network is obtained through the layer-by-layer computational propagation
of the network. The backward propagation process aims to reduce the loss
function, adjust the structural parameters in the network and update the
network parameters.

The pooling layer operation is

Ol+1 = Fpool(A
l) (9)

Where Ol+1 is the output of the 1 + 1 layer pooling; Al is the output of
the lth convolutional layer activation; Fpool(·) is the pooling function.

The features extracted from the multilayer convolutional pooling block
are classified in the fully connected layer, and the probabilistic output cor-
responding to the input is obtained in the output layer using the Softmax
activation function, whose expression

q = Softmax(Zl) =
eZ
′∑c

k=1 eZ
′
i−1,...,m,k

(10)

Where q is the output after activation; m is the number of input samples;
c is the number of output categories, and Softmax(·) is the activation function.

3.3 CWT-CNN Model Construction

The main structure of CNN includes input layer, convolutional layer, pooling
layer (sampling layer), fully connected layer and output layer. In the proposed
CWT-CNN model, the input layer is the time-frequency signal obtained by
continuous wavelet transform of the vibration signal, and the features are
extracted by each convolutional layer and reduced by each pooling layer, and
then the features are recombined by the fully connected layer, and finally the
system operation state recognition results are output by the classifier function.
The model adjusts the number of convolutional layers according to the
recognition accuracy on the training and test sets. When the accuracy on the
training set is low, the underfitting of the model is reduced by increasing
the number of layers or increasing the number of channels per layer; when
the accuracy on the training set is high but the accuracy on the test set is
low, the overfitting of the model is reduced by decreasing the number of layers
or regularization.
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Figure 5 CNN structure of CWT-CNN model.

The CNN model depends on the selection of hyperparameters (learning
rate, Dropout rate, number of channels, number of layers, minimum batch
size) and training methods (pooling method, activation function, backprop-
agation optimization algorithm). The initial learning rate is set to 0.001; the
pooling layer adopts the maximum pooling method to avoid the offset of the
estimated mean value caused by the small change of the convolution kernel;
the activation function is selected as ReLU function; the dropout probability
of Dropout regularization is adjusted to 0.2; the Adam algorithm is used
for model training optimization, and the parameters are set as β1 = 0.9,
β2 = 0.999, ε = 10−8; the minibatch size is set as the parameters of each
layer structure are shown in Table 1, where the increasing number of channels
indicates the multi-dimensional extraction of high-dimensional features; the
“zero complement” means filling elements on both sides of the height and
width of the input, thus controlling the shape of the output.

3.4 Objective Function

The LCD method assumes that any complex signal can be decomposed into
the sum of several endogenous scale components with physically meaningful
instantaneous frequencies, and the decomposition process is as follows:

r(t) = x(t), i = 0 (11)

(2) Determine the extremum (τk, Xk)(k = 1, 2, . . . ,M) of signal ri(t) and
calculate 

Ak+1 = Xk +
τk+1 − τk
τk+2 − τk

(Xk+2 −Xk)

Lk =
Xk +Ak

2
, k = 1, 2, . . . ,M − 2

(12)
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(3) A triple spline function was fitted to all Lk(k = 1, 2, . . . ,M) to obtain
the mean curve mi(t), and it was separated from ri(t)

Ii(t) = ri(t)−mi(t) (13)

Compared with other adaptive time-frequency analysis methods such as
empirical modal decomposition and local mean decomposition, LCD has
superiority in terms of computation time, reduction of fitting error, and
improvement of component accuracy, etc. Specific comparison results can
be found in the literature [15].

4 Pilot Study

4.1 Test System and Conditions

When a hydraulic system operates, it generates various kinds of dynamic
information. In order to study the relationship and characteristics of various
types of dynamic information and to find a suitable condition monitoring
method for hydraulic power systems, we designed a test system as shown in
Figure 6 according to the common patterns and operating characteristics of
hydraulic power systems in mechanical engineering.

In Figure 6, the motor 13 drives the gear pump 9 through the flexible
coupling 11, and the outlet pressure of the oil pump is adjusted by the relief

Figure 6 Hydraulic system.
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valve 4, relying on the adjustment of the working pressure of the relief
valve to make the oil pump and the motor bear the shock load, and the
load size is proportional to the working pressure of the relief valve. For the
electro-mechanical information issued by the test device, eddy current and
piezoelectric vibration sensors, oil pressure, temperature and flow sensors,
sound level meters, current transformers, etc. were installed to obtain a total
of eight types of electro-mechanical information sensors [21].

By setting the system operation status of the motor and oil pump and
changing the installation position, the common system operation status of
the hydraulic power system can be simulated on the test system so that the
changes in the output signal characteristics of each sensor can be observed
and analyzed.

4.2 Test Results

Figures 7, 8 and 9 show the results of four tests of the current power spectrum
when the system occurs in the motor system operation state, the mechanical
system operation state and the oil pump system operation state, respectively.
Table 1 gives the 10 standard characteristic values (dB) of the current power
spectrum in the four states.

Figure 7 Current power spectrum during motor system operation.
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Figure 8 Current power spectrum during mechanical system operation.

Figure 9 Current power spectrum of the oil pump system during operation.
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Table 1 Eigenvalues of current signal power spectrum
Frequency f/Hz 26.6 50.0 73.4 100 126 150 174 200 250 350
Status 1 −26 7.7 −28 −32 −30 −17 −30 −34 −24 −31
Status 2 −14 11.1 −17 −26 −31 −61 −25 −28 −29 −28
Status 3 −24 8.5 −26 −17 −40 −20 −28 −41 −34 −24
Status 4 −29 7.5 −33 −34 −34 −34 −29 −32 −36 −32

As can be seen from Table 1: In the normal state, the current power
spectrum has components at 50 Hz, 150 Hz and 250 Hz, which are the 1st, 3rd
and 5th harmonic components of the current frequency (50 Hz), respectively.
Comparing Figures 7 and 8, the most obvious difference between the mechan-
ical system operation and the motor system operation is that the spectrum
value on the right side is significantly larger than the spectrum value on
the left side at the third harmonic (150 Hz). It can be seen from Figure 9:
when the oil pump is operated in the internal drainage system, the side
frequency components on both sides of the 1st and 3rd harmonics disappear.
The above test results show that: different operating states correspond to
different current power spectra, and the repeatability is very good under the
same test conditions; therefore, the current spectrum can be used to identify
the operating state of the hydraulic power system and lay the foundation for
further research on the system operating state diagnosis method.

4.3 Application Examples

The HBT30 concrete pump produced by a factory had poor coaxiality after
the main motor was connected to the rotating shaft of the triplex oil pump due
to unqualified coupling processing, resulting in abnormal operating noise,
vibration and no-load resistance of the hydraulic power system. Figure 10
shows the power spectrum of the A and B phases of the main motor of the
concrete pump, with 500 lines per graph.

Let the vector array consisting of the standard mode eigenparameters of
the current power spectrum of the hydraulic power system acquired in the test
system be

xri =


xr1

xr2

xr3

xr4

 =


xr1(1), xr1(2) · · · xr1(500)

xr2(1), xr2(2) · · · xr2(500)

xr3(1), xr3(2) · · · xr3(500)

xr4(1), xr4(2) · · · xr4(500)

 (14)
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Figure 10 HBT30 concrete pump main motor current signal power spectrum.

The subscript xr1, xr2, xr3, xr4 indicates the standard mode of hydraulic
power system in 4 states respectively, and 500 indicates the number of
characteristic parameters of each standard mode.

5 Conclusions

The theoretical analysis and tests in this paper show that; due to the coupling
of the rotor system, the mechanical, electrical and hydraulic signals of the
hydraulic power system are correlated, and the degree of correlation is
determined by the nature of the load; compared with the dynamic signals
such as vibration and oil pressure, the current signal is the most sensitive to
the operating state of the hydraulic power system, and has the advantages
of smoothness, high signal-to-noise ratio and easy access. The greater the
load of the hydraulic power system, the more obvious the operating state
characteristics of the system in the current power spectrum. In the current
power spectrum, the mechanism that the side frequency (side frequency
bandwidth is equal to motor speed) components appearing on both sides
of the 1st, 3rd and 5th harmonic components of current frequency (50 Hz)
change with the motor load and the type of system operation state is not
clear, and needs further study.
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