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Abstract

The significant computational costs and time associated with accurate sim-
ulation of physical phenomena make the simulation of nonlinear systems
based on differential equations impractical for real-time prediction. Deep
learning with its high potential in understanding nonlinear and unknown phe-
nomena can be a suitable alternative to equation-based modeling. However,
the success of deep learning highly relies on the availability of large-scale
labeled data. To solve this problem, weakly supervised learning helps us.
This algorithm can train models using only a limited amount of labeled data.
In this work, a new definition of the loss function was presented, which
can greatly reduce our need to prepare labels for network training through
weak supervision. We used this approach for 2D heat transfer modeling. The
present work consists of two steps: (1) Extracting the equilibrium temperature
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pattern directly from only 400 thermal data and encoding it in a convolutional
kernel that forms the loss function; and (2) unsupervised training of the
model using this loss function instead of the labels without observing any
thermal data. The effectiveness of the proposed model in terms of accuracy,
the number of labeled data used, and the time required for training the
network was evaluated and compared with three supervised models trained on
large data sets. Despite using less data, our model achieved higher accuracy
compared to a supervised model trained from direct observation of 5000
labeled thermal data (0.68% vs. 1.5% error), which has a longer training time
than our model (20 vs. 12 hours); and the cGAN-based model despite using
more than 10 times more labeled thermal data (0.68% vs. 1% error).

Keywords: Neural network, deep learning, weakly supervised learning,
steady state heat equation, boundary condition.

1 Introduction

Partial differential equations are one of the main tools in modeling many
phenomena in real life. The impressive achievements in understanding a
large variety of physical phenomena, long before computers came into use,
have made the study of partial differential equations (PDEs), often called
applied mathematics, a well-established area in its own right, which will
no doubt remain so for many years to come [1]. However, computational
methods for PDEs remain a vibrant research area whose open challenges
include the efficient solution of highly nonlinear coupled systems and PDEs
in high dimensions. Despite the increase in computing power and simulta-
neous algorithmic improvements, which today make possible the numerical
solution of complex and nonlinear problems with high accuracy via standard
discretization procedures, such as finite difference (FD), finite volume (FV),
finite element (FE), or spectral methods, but still, these schemes remain
prohibitively expensive in many-query and real-time contexts, both in terms
of CPU time and memory demand, due to the large number of degrees of
freedom (DOFs) they need to accurately solve the PDE. To counter these
issues, machine learning techniques are developed to model nonlinear phys-
ical phenomena. One of the most accurate and reliable machine learning
techniques is the artificial neural network (ANN). The primary working
mechanism of this algorithm is that the models are developed by training the
available data. ANN is an effective tool to predict and develop the input and
output relation for complex problems. The ability of ANN to deal with the
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data non–linearity helps us to learn the hidden relationships behind the data
without any requirements of prior knowledge about the system dynamics [2].
Hence, in recent years, artificial neural networks have been used in many
studies in the field of engineering and science, especially for dynamic model-
ing of complex and high-precision systems. Moghanlo et al. [3] simulated
the effects of climate change on the dust phenomenon using an artificial
neural network (ANN) until 2050. Graf et al. [4] developed two models –
Multilayer Perceptron Neural Network (MLPNN) and Extreme Gradient
Boosting (XGBoost) – to predict the ice phenomenon in the Warta River in
Poland in a temperate climate region. Pichi et al. [5] investigated bifurcation
fluid phenomena using a reduced-order modeling setting through artificial
neural networks. Ma et al. [6] present a self-optimized ANN methodology, as
an endeavor to discover more accurate and robust models which can simulate
the interaction process between complex geometries.

Deep learning is a subfield of machine learning, and deep neural networks
(DNN) make up the backbone of deep learning algorithms. A deep neural
network is an ANN with multiple hidden layers of units between the input and
output layers. Deep learning algorithms have recently emerged as a promising
method for nonlinear process monitoring. This approach alleviates two key
challenges in modern dynamical systems: (1) equations are often unknown
for systems of interest [7, 8], as in climate, neuroscience, epidemiology,
and finance; and (2) low-dimensional dynamics are typically embedded in
a high-dimensional state space, requiring scalable architectures that discover
dynamics on latent variables [9]. Analysis of high-dimensional datasets like
speech, image, and video data has been a significant focal point for the
deep learning community. Deep neural networks can compete with well-
understood, mesh-based methods in two dimensions while also being scalable
to 100 dimensions. One such example is the application of neural networks
to high-dimensional mean-field games [10]. In recent years, many advances
in machine vision and natural language processing have been made through
in deep learning [11–15]. In this regard, the amount of data is one of the
key components in solving problems related to deep learning. According to
Andrew Ng, founder and leader of Google Brain, “Deep learning is like a
rocket whose engine, is deep learning models and its fuel are huge amounts of
data fed to these algorithms” [16]. In supervised tasks, such as image recog-
nition and processing [17–19], speech recognition [20–24], and machine
translation [25, 26], large-labeled datasets had to be assembled before the
neural network architectures particularly suited to these applications could
emerge and achieve human-level performance on these tasks.
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Petousis et al. [27] designed a set of dynamic Bayesian networks (DBN)
for lung cancer screening prediction. They trained five different DBNs
using backward construction and structure learning methods on the NLST
dataset [28] (including data on lung cancer cases and lung cancer deaths
on cases of lung cancer and deaths from lung cancer) using backward con-
struction and structure learning methods. Results were comparable to expert
decisions. The average area under the curve (AUC) of the receiver operating
characteristic (ROC) for the three intervention points of the NLST trial was
higher than 0.75 for all models. Evaluation of the models on the complete
LDCT arm of the NLST dataset demonstrated satisfactory generalization.
The DBNs outperformed comparison models such as logistic regression and
naı̈ve Bayes. However, these satisfactory results are achieved due to the
NLST Dataset with 75000 data, which was prepared by screening chest
radiographs of more than 53000 participants for 5 years.

D’Souza et al. [29] proposed a parameter-efficient AlterNet-K model
for Glaucoma autodetection based on an alternating design pattern, which
combines ResNets and multi-head self-attention (MSA) to leverage their
complementary properties to improve the generalizability of the overall
model. The AlterNet-K model outperformed transformer models such as ViT,
DeiT-S, and Swin transformer, standard DCNN models including ResNet,
EfficientNet, MobileNet and VGG with an accuracy of 0.916, AUROC of
0.968 and F1 score of 0.915. The model was trained on the Rotterdam
EyePACS AIROGS dataset, which contains 113,893 color fundus images
from 60,357 subjects and approximately 500 different sites with a heteroge-
neous ethnicity. All images were assigned by human experts with the labels
referable glaucoma, no referable glaucoma, or ungradable.

Although supervised learning has achieved great success in many tasks,
sufficient data supervision for labels is not accessible in many domains
because accurate data labeling is costly and laborious. Therefore, it is note-
worthy to focus on weakly supervised learning, as it is more applicable to
practical applications. A weakly supervised learning approach helps reduce
the human involvement in training the models. It is a branch of machine learn-
ing that uses noisy, restricted, or inaccurate sources to label vast quantities of
training data. According to this, it is divided into three types: inexact, incom-
plete, and inaccurate supervision respectively. A more detailed introduction
to weakly supervised learning is proposed by Zhou [30]. Weakly supervised
learning has recently become a hot paradigm for machine learning, and it is
desirable to work with weakly supervised learning in many domains.
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Wang et al. [31] used a weakly supervised framework to detect lesions
automatically. This framework only needs a group of normal and abnormal
retinal images without the annotations to implement the detection task.
In detail, they regard fundus images as a superposition of background.
The background is regarded as a low-rank structure by applying different data
preprocessing techniques. This framework is tested on Kaggle and Messidor
datasets. Overall, the framework gets an AUC of 0.9907, a MAP of 0.8394 on
the Kaggle dataset, and an AUC of 0.9974, a MAP of 0.9091 on the Messidor
dataset.

Nguyen-Duc et al. [32] designed a deformable image registration method
with a weakly supervised mechanism to analyze the ssEM images. This
method improves slice interpolation when images have structural differences,
and it only needs roughly aligned data to train the deformation model. The
proposed method is validated on the ssEM datasets and gets the best dice
coefficient of 0.798 on the CREMI dataset.

Costa et al. [33] designed a weakly supervised framework for inter-
pretable diabetic retinopathy detection on retinal images. This framework
uses the MIL, which can extract the hidden information from the image-
level annotations. It also uses the joint optimization technique in instance
encoding. Moreover, it introduces a new loss function to enhance the explain-
ability of the framework. The framework got an AUC of 90% on the Messidor
dataset, an AUC of 93% on the DR1 dataset, and an AUC of 96% on the DR2
dataset.

This research seeks to simulate a physical phenomenon without using
governing differential equations and only by using deep learning. We aim
to do this by presenting a new approach using weakly supervised learning
that exploits incomplete supervision. Incomplete supervision concerns the
situation in which we are given a small amount of labeled data, which
is insufficient to train a good learner, while abundant unlabeled data are
available. The phenomenon investigated in this work is heat transfer in a
two-dimensional field. The field is a square plate made of some conductive
material that is insulated along its edges. Heat is applied to the conductive
plate. Our goal is to model the propagation of thermal energy through the
plate. This study presents a surrogate equation-free model to simulate two-
dimensional heat transfer, which can transfer the system’s dynamics to a
neural network in such a way that after applying heat to the edges of the
conductive plate, it predicts its temperature at the moment of equilibrium.
It uses the observation of the minimum number of labeled thermal data.
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2 Modeling of Steady-state Heat Transfer Using Classical
and Traditional Methods

Heat transfer using traditional methods can be studied through three different
approaches: mathematical methods, experimental methods, and numerical
calculations [34]. Solving complex governing equations using mathematical
methods with high accuracy requires very high time and computational power
and is sometimes even impossible. It was practically impossible to use exper-
imental methods to understand all the facts and phenomena. The complexity
of mathematical methods in solving governing partial differential equations
and the inability of empirical methods to understand all facts increased the
tendency to use numerical modeling. Numerical modeling deals with the
approximate solution of the problem’s differential equations. Computational
fluid dynamics is a computational method in which the equations govern-
ing physical processes are solved approximately using numerical solution
methods such as finite difference, finite volume, or finite element. The finite
difference solution pattern of this form of equations (elliptic equations) is an
iterative method. It is used to calculate relatively exact solutions for partial
differential equations. It incorporates a precise rule that is derived from the
analysis and interpretation of the partial differential equation governing the
steady-state heat transfer. Equation (1) shows the equation of steady-state
heat transfer in a two-dimensional domain [35]:

∂2T

∂x2
+

∂2T

∂y2
= 0 (1)

In this equation, T (x, y) represents the temperature of the point (x, y)
after applying heat at the equilibrium moment. Solutions to the Laplace
equation are the harmonic functions that satisfy the initial condition of
the system. Since the heat is applied only to the boundaries of the plate,
Equation (1) is known as the Dirichlet boundary problem. In some cases,
exact solutions to the equation are available. Otherwise, as mentioned, the
equation must be solved approximately through a numerical approach such as
finite difference [34]. Solving the two-dimensional steady-state heat equation
using the finite difference method involves discretizing the Equation (1). The
discretized form of the equation for node (i, j) would be:

Ti,j =
(Ti+1,j + Ti−1,j + Ti,j+1 + Ti,j−1)

4
(2)
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The nodal relation expressed in Equation (2) is solved iteratively by
applying the rule above at each node (a point in the grid) until convergence is
achieved.

3 Artificial Neural Networks (ANNs)

Artificial Neural Networks are computational processing systems that are
heavily inspired by the way biological nervous systems (such as the human
brain) operate. ANNs are mainly comprised of a high number of intercon-
nected computational nodes (referred to as neurons), which work entwined in
a distributed fashion to collectively learn from the input to optimize its final
output.

3.1 ANN Structure

The basic structure of an ANN can be modeled as shown in Figure 1, which is
comprised of an input layer, a hidden layer, and an output layer. This structure
is the basis of several common ANN architectures, including but not limited
to Feedforward Neural Networks (FNN), Restricted Boltzmann Machines
(RBMs), and Recurrent Neural Networks (RNNs). As shown, we would load
the input, usually in the form of a multidimensional vector to the input layer
which will distribute it to the hidden layers. The hidden layers will then make
decisions from the previous layer and weigh up how a stochastic change
within itself detriments or improves the final output, and this is referred to
as the process of learning. Having multiple hidden layers stacked upon each
other is commonly called deep learning [59].

3.2 Activation Functions

Neural networks can harness different activation functions to express com-
plex features. Like the function of the neuron model of the human brain, the
activation function here is a unit that determines which information should
be transmitted to the next neuron. Each neuron in the neural network accepts
the output value of the neurons from the previous layer as input and passes
the processed value to the next layer. In a multilayer neural network, there is
a function between two layers. This function is called the activation function,
whose structure is shown in Figure 2.

In this figure, xi represents the input feature; n features are input to the
neuron j at the same time; wij represents the weight value of the connection
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Figure 1 A simple three-layered feedforward neural network (FNN) [59].

Figure 2 General activation function structure [60].

between the input feature xi and the neuron j; bj represents the internal state
of the neuron j, which is the bias value; and yj is the output of the neuron j.
f(·) is the activation function, which can be a Sigmoid function, tanh (x)
function [61], Rectified Linear Unit [62], etc. The Sigmoid function is one
of the most typical non-linear activation functions with an overall S-shape
(Figure 3(a)). With the x value approaching 0, the gradient becomes steeper.
The Sigmoid function can map a real number to (0, 1), so it can be used
for binary classification problems. In addition, SENet [63] and MobileNet
v3 [64] need to transform the output value to (0, 1) for the attention mech-
anism, which sigmoid is a good way to implement. Different from the
Sigmoid, TANH function [61] (Figure 3(b)) can map a real number to (−1, 1).
Since the mean value of the output of TANH is 0, it can achieve a kind
of normalization. This makes the next layer easier to learn. In addition, the
Rectified Linear Unit (ReLU) [62] (Figure 3(c)) is another effective activation
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(a) Sigmoid function (b) Tanh function (c) ReLU function 

Figure 3 Diagrams of Sigmoid, Tanh, and ReLU functions.

function. When x is less than 0, its function value is 0; when x is greater
than or equal to 0, its function value is x itself. Compared to the Sigmoid
function and TANH function, a significant advantage of using the ReLU
function is that it can speed up learning. Sigmoid and TANH are involved
in exponential operations that require division while computing derivatives,
whereas the derivative of ReLU is a constant. Moreover, in the sigmoid and
TANH function, if the value of x is too large or too small, the gradient of
the function is pretty small, which can cause the function to converge slowly.
However, when x is less than 0, the derivative of ReLU is 0, and when x is
greater than 0, the derivative is 1, so it can obtain an ideal convergence effect.
AlexNet [65], the best model in ILSVRC2012, uses ReLU as the activation
function of the CNN-based model, which mitigates the gradient vanishing
problem when the network is deep and verifies that the use of ReLU surpasses
sigmoid in deep networks.

3.3 Back-propagation Algorithm

The back-propagation algorithm is one of the most widely used and popular
techniques to optimize feedforward neural network training. It is highly
suitable for problems in which no relationships are found between the output
and input. Figure 4 illustrates the BP architecture in detail. It consists of
an input layer, one or more hidden layers, and an output layer. Layers are
connected sequentially starting from the input layer through the hidden layers
to the output layer. Where the connections between layers contain weights
and each layer includes one or more neurons.

The basic idea behind BP is to minimize the overall output error gradually
during the learning process. Whereas the training sets are estimated iteratively
through the input layer to predict the correct output. The BP process is divided
into two stages: forward and backward process. In the forward process, the
BP architecture is described as: X are the inputs to the neural network with N
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Figure 4 Schematic representation of back-propagation architecture [70].

neurons, Wij are the weights of interconnections between inputs and hidden
layers, and M neurons for the hidden layer. The hidden layer is defined by:

Hj = f

(
N∑
i=1

(Xi ×Wi,j) + b1j

)
(3)

Where b1j is a bias input layer, the hidden layer will pass through
activation function f (sigmoid function is used here):

f(x) =
l

l + e−x
(4)

After calculating the overall output by multiplying the output of the
hidden layer neurons with the hidden layer weights Wij , the final output
will be:

yj = f

(
M∑
i=1

(Hi ×Wi,j) + b2j

)
(5)

The algorithm defines a loss function to measure the fit of the model.
The small value of the loss function leads to better performance of the
fitting procedure. The error function forward propagation E can be defined
as follows:

E =
1

n

n∑
i=1

(yi − ti)
2 (6)
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Figure 5 Gradient descent algorithm illustrated for a univariate error function E(w).

Where ti is the target value and n is the number of data that is given to the
network at each epoch of training. In the backward process, weights on the
connections between all layers will be updated to minimize the error between
the target (or desired) and output until finding the optimum weights with
minimum E. For this purpose, a gradient descent algorithm is used. According
to this algorithm, the gradient of the error function (dE/dW) is calculated
concerning the weights to find a root. In particular, the weights are modified
going in the opposite direction of the partial derivatives until a local minimum
is reached. This idea is roughly illustrated in Figure 5 for a univariate error
function. If the partial derivative is negative, the weight is increased (left part
of the figure); if the partial derivative is positive, the weight is decreased
(right part of the figure). After the weights are updated, the forward process
is down again, this time with new weights. This cycle continues until the
desired accuracy is reached.

3.4 Convolutional Neural Network (CNN)

A Convolutional neural network is a kind of feedforward neural network that
can extract features from data with convolution structures. Different from
the traditional feature extraction methods [66, 67], CNN does not need to
extract features manually. The architecture of CNN is inspired by visual
perception. A biological neuron corresponds to an artificial neuron; CNN
kernels represent different receptors that can respond to various features;
Compared with general artificial neural networks, CNN possesses many
advantages, which are important reasons for its success in various image
processing tasks: (1) Local connections. Each neuron is no longer connected
to all neurons of the previous layer, but only to a small number of neurons,
which is effective in reducing parameters and speeding up convergence;
(2) Weight sharing. A group of connections can share the same weights,
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Figure 6 Procedure of a two-dimensional CNN.

which reduces parameters further. (3) Down-sampling dimensionality reduc-
tion. A pooling layer harnesses the principle of image local correlation to
down-sample an image, which can reduce the amount of data while retaining
useful information. It can also reduce the number of parameters by removing
trivial features. The three appealing characteristics make CNN one of the
most representative algorithms in the deep learning field. To be specific, to
build a CNN model, four components are typically needed. Convolution is a
pivotal step for feature extraction. It involves sliding a window (often called
a filter or kernel) across the input data. The outputs of convolution can be
called feature maps. When setting a convolution kernel with a certain size, we
will lose information in the border. Hence, padding is introduced to enlarge
the input with zero value, which can adjust the size indirectly. Besides,
for the sake of controlling the density of convolving, stride is employed.
A larger stride will result in a lower density. After convolution, feature maps
consist of a large number of features that are prone to causing overfitting
problems [68]. As a result, pooling [69] (a.k.a. down-sampling) is proposed to
obviate redundancy, including max pooling and average pooling. an average
pooling layer performs down-sampling by dividing the input into rectangular
pooling regions and computing the average values of each region, while in
max pooling this is done by computing the maximum value. The procedure
of a CNN is shown in Figure 6.

4 A Surrogate Model Based on Deep Learning for
Steady-state Heat Transfer Simulation

There are already several examples of research exploring the application of
deep learning techniques within the physics and engineering communities
[36–39], including applications for accelerating fluid simulations in graphics
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Trained model 
data
labels

Figure 7 Model training by supervised method.

generation [40, 41] and shape optimization for drag reduction [42, 43]. These
approaches have shown deep learning models perform exceptionally well in
classification and regression tasks.

This work presents an equation-free approach based on deep learning
algorithms for modeling physical phenomena, in which it presents a new
method based on weakly supervised learning. Then this method is used to
simulate heat transfer in a two-dimensional field. Firstly, in this section, the
proposed method is introduced. Then the architecture and implementation of
the proposed model will be described.

4.1 Approach

One of the goals of this research is to use deep learning algorithms to train
a convolutional neural network to generate a model that can directly infer
the solution of the Laplace Equation (1) when receiving the desired initial
boundary conditions as input. One of the approaches of machine learning to
solve problems is to use the supervised learning method its goal is learning
a function (trained model) that maps data as feature vectors (input) to labels
(output), based on example data-label pairs [44]. This method is shown in
Figure 7. Supervised learning uses a loss function whose task is to compare
the data generated from the network with the label corresponding to the
input and calculate the amount of this difference as an error. The network is
trained to reduce this error and to produce a supervised model. This method
is completely data-driven, the accuracy of which is highly dependent on the
amount of labeled data given to the network.

This research, by presenting a non-data-oriented approach, tries to make
the training of the model possible with less labeled data and at the same
time with high accuracy. The proposed approach to achieve this goal seeks
a new and different definition for the loss function. For this purpose, in this
method, the loss function focuses on the hidden pattern in the data instead
of the data itself. The rules governing any phenomenon can be obtained
directly through the data defining that phenomenon, and a loss function can
be defined and produced from them, which calculates the degree of matching
of the data generated from the network with the pattern that it infers and
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(a) The first step of model training 

 
(b) The second step of model training 

Figure 8 The steps of model training in the proposed method.

extracts from the data describing the phenomenon as a value, which shows
the error of the data generated from the network. To generate this function, a
learnable convolutional kernel has been used, which has a good potential to
find patterns in the data and encrypt them in its parameters. When the pattern
is extracted and encoded in the loss function, there is no need to use any
data to train the model, and the network is trained unsupervised and without
observing any labeled data during the learning process. Model training in this
approach consists of two steps, As shown in Figure 8(a), in the first step,
the existing pattern in the phenomenon is learned through a limited number
of relevant labeled data. Then, in the second step, as shown in Figure 8(b),
to generate the model, unsupervised training is performed using the pattern
obtained from step 1 with unlabeled data (feature vectors). In Section 4.3, the
details of the proposed method are fully described, including how to extract
the pattern from thermal data and how to use it instead of labels (equilibrium
conditions) for model training.

4.2 Network Architecture

Convolutional neural networks (CNNs) are the most common architectures
used in supervised deep learning techniques. CNNs are state-of-the-art
architectures for classification, detection, and segmentation [37, 38] and
surpass human performance in image classification [39]. CNNs are primarily
used in the field of pattern recognition within images. This allows us to
encode image-specific features into the architecture, making the network
more suited for image-focused tasks whilst further reducing the parameters
required to set up the model. The architecture of the network contains a
two-dimensional convolutional encoder-decoder network adapted from the
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Figure 9 Encoder-Decoder U-Net [49] architecture of the network (for 64×64 pixels).

U-Net architecture [49]. The U-Net is based on a fully convolutional neural
network. This architecture is used successfully in translating text and images
[50–53]. The U-Net architecture of this network has two symmetrical paths
(contracting and expanding), creating a U-shape. The contraction (downsam-
pling) path is a traditional CNN for feature extraction that forms an encoder
network. This network is comprised of several two-dimensional encoding
convolutional layers that gradually decrease the input image size in each
layer to reach an image of size 1 × 1 in the bottleneck. The expanding path
(upsampling) is used to preserve spatial information and forms a decoder net-
work. The layers of this network inversely expand the reduced representation
produced by the encoder to an input-sized image. Both paths are connected
by skip connections to share a large amount of low-level information directly
between the equivalent size layers in the two encoder and decoder networks
using these connections to preserve the spatial features from the early lay-
ers [49]. The architecture is shown in Figure 9. Each blue box corresponds to
a multi-channel feature map. The number of channels is denoted on top of the
box. The x-y-size is provided at the lower left edge of the box. White boxes
represent copied feature maps. The arrows denote the different operations.
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4.3 Implementation of the Proposed Method

In this section, the implementation steps of the proposed method to simulate
steady-state heat transfer are described in detail.

4.3.1 The first step of implementation: Extraction of steady-state
heat transfer pattern

In the first step, we tried to extract the pattern in the steady-state heat transfer
directly from a limited number of thermal data (labels) in low dimensions
(8 × 8) and small size (400) and encode it in a convolutional kernel. This
data shows the temperature status (in degrees Celsius) of the points of a
two-dimensional plate (8 × 8) in equilibrium conditions after applying heat
to its 4 border edges. The convolutional kernel is supposed to learn the
pattern in this data. In this step, a simple convolutional neural network was
implemented according to Figure 10, which shows the architecture of this
network. In this network, only a two-dimensional convolutional layer with
a 3 × 3 learnable kernel was used. In this layer, the number of features
was set to 1, the activation was set to none, and the bias value was set to
zero. To generate the data used for training the network, first, 8 × 8 images
with zero values and different random boundary conditions (temperatures of
four edges) were generated and then it is given to a two-dimensional CFD
simulator to calculate the steady-state temperature with high accuracy using
the finite difference method. Then the obtained data with dimensions of 8×8
was used as data (input) and two-dimensional data with dimensions of 6× 6
with zero values as labels (Output) for training the network. We seek to assign
the 2D thermal field data to a specific category, like a 1-class classification
problem. For this purpose, during the training of this network, we encode all
the thermal data to a constant value so that the network directs them to this

 
 
 
 

Steady-state heat transfer data (8×8) 2D data with zero values (6×6)  

Figure 10 Network containing the steady-state temperature distribution pattern architecture.
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7-10×  3.45 2-10×  2.52- 6-10×  2.21 

2-10×  2.52- 1-10×  1.01 2-10×  2.52- 
5-10×  3.24 2-10× 2.51-  7-10×  3.20 

Figure 11 The kernel resulting from the training of the network.

specific class. In this work, we set this class with a value of zero. During
the training process of the network, the learnable convolution kernel passes
over the 8 × 8 thermal data and a 6 × 6 data is produced in the output.
This kernel is trying to set its weights in such a way that the average sum
of the squares of the output nodes is minimized (close to zero). After several
thousand iterations on randomly generated data points, this procedure learns
the following kernel, shown in Figure 11.

In the resulting kernel, all kernel nodes have a value close to zero except
the central node and four adjacent nodes. The nodes have almost the same
value, which is equal to a quarter of the value of the central node. The value
obtained from the kernel passing through any point of the two-dimensional
steady-state heat transfer data is almost zero. If Ti,j is the temperature of node
(i, j) in the conducting plane at the equilibrium moment, then by passing this
kernel (Figure 11) through any point like node (i, j) of that conducting plate,
Equation (2) appears. It means that the temperature at each point in the two-
dimensional space with equilibrium conditions should be the average of its
four adjacent points. This indicates the finite difference method described in
Section 2. It is by iteration of this rule that the finite-difference method for
solving partial differential equations typically solves this problem with high
accuracy. This shows that it is possible to learn the local laws that define the
equilibrium conditions directly from these data without needing to prepare
thermal data in high volumes and dimensions.

4.3.2 The Second step of implementation: generating the
steady-state temperature distribution predictor model

In the previous step, we obtained the pattern of the class related to the
thermal data, which defines the two-dimensional temperature distribution.
By extracting the pattern in the limited labeled data in the previous step,
there is no need to prepare labels (equilibrium conditions) for model training.
The correct output is the data that is closer to the pattern (which represents
the correct equilibrium conditions). We intend to direct the data generated
from the network to a specific class that belongs to thermal equilibrium, and
we do this by imposing constraints on the output of the network through
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Figure 12 The steady-state temperature distribution predictor network architecture.

the error defined in Equation (7). For this purpose, the output data from
the network should be checked immediately by the network containing this
pattern (Figure 10) and its error calculated. The more accurately the output
data from the network satisfies the equilibrium conditions defined in the
kernel, the closer the error calculated by this layer will be to zero. Therefore,
the training of this network is done in an unsupervised way without observing
the labels (steady-state data) only by applying restrictions on the data output
from the network by the kernel containing the pattern.

loss = mean(Conv2D(kernel , output))2 (7)

The architecture of this network uses a U-Net architecture, the details
of which are shown in Figure 9. To transfer the values of the temperature
boundary conditions of the input data to the output data boundaries of the
network, four lambda layers (to transfer the temperatures of the four edges)
have been used to the end of the U-Net network so that the network pro-
duces the steady-state temperatures according to the temperature boundary
conditions of the input data. The resulting network architecture is shown in
Figure 12. In this network, we used ReLU function in each convolutional
layer due to its better overall performance and higher convergence speed
than other activation functions. How this function works is explained in
Section 3.2. To train this network in an unsupervised way, according to
Figure 13, the network containing the steady-state distribution temperature
pattern (Figure 10) is connected to the end of the network (Figure 12) while
its kernel is frozen to calculate the errors of the output data produced from it
according to Equation (7). The input is a square plate with zero values. The
four sides of the plate are set with four random temperatures between 0 and
100 degrees Celsius.

This network uses the back-propagation algorithm to adjust its weights
and parameters, the way the algorithm works is explained in Section 3.3.
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Figure 13 The steady-state temperature distribution predictor network training.

Figure 14 Flowchart of the predictor network training using the back-propagation algo-
rithm.

Figure 14 shows the flowchart of predictor network training using this
algorithm. First, square plates with zero temperature and with different tem-
perature boundary conditions enter the network. Then, in the forward process,
by passing the data through different hidden layers of the network, calculation
operations are performed on the data and the initial weights of the layers. In
this operation, the output data values from the input layer and hidden layers
are obtained according to Equations (3) and (5), respectively. The function
used in each layer is ReLU. Then the output generated from the network
and its related boundary conditions are given to the Network containing
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the pattern (whose parameters are frozen) to calculate the error rate and its
deviation from the equilibrium temperature pattern using Equation (7). In the
next step, this error is checked and if the model has not reached the acceptable
accuracy, the backward process is started to update the weights to obtain
a lower error. In this step, the network parameters are optimized using the
gradient descent algorithm (explained in Section 3.3). This cycle stops when
the network achieves the desired accuracy.

5 Analyzing and Evaluating the Results of the Proposed
and the Supervised Models

In this section, in addition to the proposed model, a supervised model has
been designed and trained using the labeled steady-state heat transfer data
to evaluate the efficiency of the proposed model in equilibrium condition
simulation. The network architecture used in the proposed model comprised
12 hidden layers. It includes 6 encoder layers and 6 decoder layers in the first
part, and 4 lambda layers in the second part to transfer four boundary values
of the input to the output.

The architecture of the supervised model is the same as the U-Net network
in the proposed model. The architecture of both models is considered in
the same conditions in terms of the number of main layers, the number
of learnable parameters as well as the number of training data used for
training. The input data to the supervised model network is 5000 matrices
with dimensions of 64 × 64 with zero values. The four edges are set with
four different numbers between 0 and 100. The labels are the equilibrium
conditions corresponding to the square input data. In this experiment, the data
generated by the finite difference method obtained using the CFD simulation
is used as an accuracy criterion to measure the accuracy of the outputs
generated by the networks of both models. In the model created by the
proposed method, only 400 data with dimensions of 8 × 8 were used to
extract the steady-state heat transfer pattern during this experiment. In this
model, the network is trained to minimize the error defined in Equation (7) in
an unsupervised way without directly observing any heat distribution data. In
contrast, the supervised model used 5,000 steady-state heat transfer labeled
data to train its network. The two models have been compared and evaluated
with each other from different aspects such as generated output data, changes
in the percentage of average absolute error during the training process, as
well as the method and process of learning to produce the steady state heat
transfer data.
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5.1 Comparison and Evaluation of Outputs Produced by
Proposed and Supervised Models

Figure 15 shows the outputs simulated by the proposed model and the
supervised model. The first column of the figure shows the input data in this

Control volume with 
the relevant boundary 

conditions 
Results of the finite 
difference method 

Results of the 
supervised model 

Results of the 
proposed model 
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2 

    

3 

    

4 
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Figure 15 Results of the equilibrium heat distribution simulation with different boundary
conditions in size of 64 × 64 × 64, using finite difference method, supervised and proposed
models.
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Figure 15 Continued

experiment. The input data to the models are matrices of size 64×64 with zero
values, the 4 edges of which are set with 4 different temperatures between
0 and 100 degrees Celsius. Each matrix shows the thermal conditions of
the conductive plate at the first moment of heat application. Therefore, the
only non-zero entries in the input are at the boundaries. These areas are
marked with dark blue in the figure. The 4 edges around the plate, which
are marked with different colors, represent the different temperatures applied
to the conductive plate in the first moment. The boundary conditions for the
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Table 1 Boundary conditions of the input data shown in Figure 15
Number Left Right Bottom Top
1 9 23 71 0
2 45 94 55 55
3 5 45 2 40
4 84 99 92 3
5 74 71 12 29
6 34 55 9 60
7 38 0 12 59
8 11 78 5 12
9 100 21 68.44 6.9
10 34 11 12 29

ten input data displayed in this column are listed in 4 different temperatures
in Table 1. The data displayed in the next three columns show the temperature
distribution of the input data at any point on the screen using the three
different methods after the heat transfer process converges to an equilibrium
temperature distribution. The data solved by the finite difference method are
assumed as real equilibrium conditions and placed in the second column.
The next two columns show the outputs obtained from the two proposed and
supervised models in the relevant boundary conditions, respectively.

By comparing the outputs of the two models with the corresponding
outputs in the finite difference method, it is obtained that the network in
the proposed model, despite not observing the labeling data during network
training, has produced a more accurate steady-state temperature distribution
simulation compared to the supervised model. Of course, the results obtained
from both models are somewhat similar to the data produced by the finite
difference method.

5.2 Comparison of Cost of Computations and data Consumption
for Fully Training of Proposed and Supervised Model

Table 2 shows the two models in terms of the number of data used, the dimen-
sions of each data, the time taken to fully train the models, and the data
errors produced by the two models with MAPE (Mean absolute percentage
error) and MSE (Mean squared error) values. According to these results, the
proposed model (kernel-based model) with its different approach to defining
the loss function, has reduced the amount of data consumption to less than
one-twelfth compared to the supervised method (400 versus 5000 data).
In addition, the dimensions of each data used in this method are 64 times
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Table 2 Comparison of proposed and supervised models from different aspects
Model Data Data Training
Type Dimensions (Pixel) Size (Number) Time (Hour) MAPE MSE
Supervised model 64×64 5000 20 %1.53 0.78
Proposed model 8×8 400 11 %0.68 0.23

smaller than the data used in the supervised method (8 × 8 versus 64 × 64),
and despite all this, this model is more accurate with fewer simulation errors
(MAPE and MSE) compared to the supervised model. The MAPE value for
the supervised model is 1.53%, while this value for the kernel-based model
is equal to 0.68% despite using less than one-tenth of the data. Also, the
value of MSE in the supervised model is about three times higher than in the
kernel-based model. 0.78 vs. 0.23.

5.3 Comparison of Changes in the Output Error (MAPE) of
Proposed and Supervised Models During the Training Step

Figure 16 shows the changes in the percentage of average per-pixel output
error (MAPE) of proposed and supervised models during different periods
of the training process in this experiment. The pink curve corresponds to the
supervised model, and the blue curve corresponds to the proposed model.
In this figure, the horizontal and vertical axes represent the training epoch
and the average per-pixel output error corresponding to the relevant training
epoch, respectively. The accuracy of the two models has been measured using
the MAPE formula [54] as follows.

mape = mean

(
|ytrue − yprediction |

ytrue

)
(8)

ytrue is the correct equilibrium temperature distribution matrix obtained using
the finite difference method in this experiment. yprediction also represents the
temperature distribution matrix predicted by the relevant method. The mean
operator calculates the average values of the resulting matrix.

As for the training procedure, experience so far indicates that while
training deep neural networks, it is often useful to reduce the learning rate
as the training progresses [55]. In this experiment, using the Adam opti-
mizer [56], the learning rates of the two models were set with different values
in descending order from 10−3 to 10−6 during consecutive courses during
the training process as shown in Table 3. The training of the supervised and
proposed models has been done during 4000 and 2200 epochs, respectively,
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Figure 16 Comparing the mean absolute percentage error (MAPE) curves of the two
proposed and supervised models during the training process.

with a batch size of 128 samples. Every epoch of the optimizer on a single
NVIDIA Tesla K80 GPU card takes around 18 seconds, for both models.
Before starting the learning process, the weights of the networks of both
models were randomly set with identical values. Therefore, both have started
the training process with the same weights. At the beginning of the learning
process, the mean absolute percentage error (MAPE) for both models is 87%.
According to Figure 16, the error reduction process is performed at a very
high speed in early training when the simulation error of both networks
is high. However, this process gradually becomes slower by gaining more
accuracy. In the initial moments of training, the simulation error curve of the
supervised model has a much steeper slope than the proposed model, which
shows that in early training the learning ability of the supervised model is
much higher than the proposed model. In this model, the error reduction
process does not last long, so it slows down sharply from the 200th epoch
onwards. Finally, the training of this model stops after about 4000 epochs,
gaining an average error of 1.53% per pixel. In contrast, it has lasted longer in
the supervised model, although the error reduction process is relatively slow
from the beginning. In this model, the error reduction process has become
faster gradually with more training epochs. Until the curves of both models
intersected each other at the epoch 1800 with an error rate of 4.9%. From
this epoch onwards, the proposed model has fewer errors than the supervised
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Table 3 The learning rates of the two proposed and supervised models during different
training epochs

Supervised Model Proposed Model
Learning Rate Epoch Learning Rate Epoch
10−3 300 10−3 600
8 × 10−4 2100 8 × 10−4 1000
2 × 10−4 1000 5 × 10−4 200
10−4 200 10−4 200
10−5 200 5 × 10−5 200
10−6 200 10−5 200

model. The slope of the curve related to the mentioned model slows down
after about 2000 epochs, and finally, this model succeeds in obtaining a lower
error rate with a smaller number of training epochs. The training of this model
ends after 2400 training epochs with an average output error rate of 0.68%
per pixel. From the analysis and comparison of the two curves, it can be
inferred that the learning speed of the supervised model is much higher in
the early training, but then the proposed model succeeds in gaining higher
accuracy with a smaller number of training epochs. This indicates the high
learning capability of the proposed model in simulating the two-dimensional
heat transformation. Moreover, the training epochs of the proposed model are
faster than the supervised model with 1600 fewer epochs.

5.4 Comparing the Learning Process of the Proposed and
Supervised Models During the Training Process

Table 4 shows the learning process of the two proposed and supervised mod-
els in steady-state heat transfer simulation during different training epochs
and compares them with each other. The initial temperature distribution of
the square control volume shown in the table at the left, right, bottom, and
top borders of the conductive plate is 34, 55, 9, and 60◦C, respectively. The
information displayed in each column of the table shows the output of the
desired model and the average per-pixel output error of the model in the rele-
vant training epoch. Although the two models eventually produced the same
output, they each adopted a different learning method to produce the desired
output. According to the information in the left-hand column of the table,
which describes the learning process of the supervised model, early in the
training, the network tends to generate outputs that draw an overall structure
of the equilibrium condition on the output by observing the steady-state heat



Development of an Equation-Free Surrogate Model 355

Table 4 Comparison of the learning process of the two proposed and supervised models
during the training process

Proposed model Supervised model  
Model output MAPE  epoch  Model output  MAPE  epoch  

  

82.64  50  

  

65.98  25 

  

74.54  100 

  

55.12  50 

  

60.2  200 

  

37.51  75 

 

58.67  300 

  

22.08  100 

  

49.28  500 

  

19.30  125 

(Continued)
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Table 4 Continued

  

37.70  900 

  

10.13 175 

  

29.52 1100 

  

7.30 250 

  

15.74 1300  

  

4.17 2000 

  

6.61  1600  

  

2.41 3000  

 

0.68  2400  

  

1.53  4000 

  

transformation data. It then slowly adds more detail to the desired output.
In this model, the fundamental changes are applied in the first training epochs
and intangible changes are made to the output image from the 250 epoch
onwards. The right-hand column of the table shows the output of the proposed
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model in each training epoch. The proposed model tends to reduce the value
obtained by passing the kernel containing the equilibrium conditions pattern
across the output. Therefore, it is trained by this criterion that the temperature
of each point should be the average of the temperatures of the four adjacent
points. Consequently, a plate with constant temperatures also satisfies the
desired conditions. Since the borders of a plate with dimensions of 64 × 64
form a relatively small fraction of the whole plate, early in the training, the
model tries to satisfy the pattern in the kernel by producing outputs in which
the entire plate is zero except for its four borders. As the learning process
progresses and to further reduce the amount obtained from the kernel passing
across the output, the network gradually moves towards producing outputs
that follow this pattern to a greater extent. Therefore, in the early training,
compared to the proposed model, there is a large distance between the correct
output (correct equilibrium heat distribution), and the learning process is
very slow. However, the output produced by this model is more accurate.
This is because it follows the principle of the equilibrium temperature pattern
encrypted in the kernel. The supervised model draws an overall structure of
the equilibrium heat distribution from the beginning and then completes it by
adding more details of the equilibrium temperature conditions. However, in
the proposed model, a completely opposite procedure occurs. In this model,
the temperature lines are smooth from the beginning and possess details, but
the desired overall structure is achieved by more training epochs. Therefore,
the model has a high error rate early in the learning process, but over time and
with the formation of the overall structure of the equilibrium heat distribution,
the error reduction process proceeds faster than the supervised model.

6 Comparison and Evaluation of the Present Work for the
2D Heat Transfer

In this section, we examined the models presented in the previous sections
that have performed two-dimensional steady-state heat transfer simulation
after applying specified temperatures to the edges of a conductive plate using
huge data. The number of data used in the first and second research is more
than 10 times and 100 times the data used in the proposed model of this
article, respectively. Both models have used data-driven methods to train a
U-Net neural network. We compared the two models in terms of simulation
accuracy, the number of data used, and the dimensions of each image data
with the proposed model. The details of these results have been examined
and analyzed in the next two subsections.
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6.1 Model Based on Generative Adversarial Network (cGAN)

Research [57] presented a new data-driven model based on a Genera-
tive Adversarial Network, which, like the current research, performs two-
dimensional steady-state heat transfer on a conductive plate in different
temperature boundary conditions [57]. A U-Net network is used in the
architecture of this work as in the present work.

The results of comparing these models from different aspects (including
the number of data used, the dimensions of each data, and simulation accu-
racy) are shown in Table 5. In this table, the cGAN-based model introduced
in the mentioned research [57] is named model A. According to these results,
the number of data used and the size of each data in the cGAN-based model
are about 9 and 64 times more than our proposed model (kernel-based model),
respectively. And yet, our model has achieved higher accuracy despite using
much less data. The value of MAPE for our model is %0.68, which is about
%0.32 less than the cGAN-based model.

6.2 Model Based on an Advanced Deep Neural Network

Research [58] has employed an advanced type of artificial intelligence, a
deep neural network, to learn the physics of conduction heat transfer in two-
dimensional geometries using a large dataset of observations [58]. A dataset
containing 44,160 samples is produced using the conventional finite dif-
ference method on a uniform grid of 64 × 64. The dataset includes four
geometries of the square, triangular, regular hexagonal, and regular octagonal
with random sizes and random Dirichlet boundary conditions. Then, the
dataset of the solved problems was introduced to a convolutional Deep Neural
Network (DNN) to learn the physics of 2D heat transfer without knowing the
partial differential equation underlying the conduction heat transfer.

The results of comparing the model with the proposed model from differ-
ent aspects are shown in Table 5. In this table, the model that is introduced
in the mentioned research [58] is named model B. According to the results
in the Table, the number of data used and the dimensions of each data in this
model are about 110 and 64 times more than our proposed model (kernel-
based model), respectively. That is, the number of data used has increased to
more than 9 times more than the cGAN-based model, and thus the value of
MSE has been reduced for it compared to our proposed model (0.0055 versus
0.23). Therefore, our proposed model is a good option for problems where
we have access to very limited data in dimension and size to solve, while we
need an acceptable level of accuracy.



Development of an Equation-Free Surrogate Model 359

Table 5 Comparison results of proposed and presented models [57,50] from different aspects
Model Type Data Dimensions Data Size MAPE MSE
Model A [57] 64× 64 4850 %1 –
Model B [58] 64× 64 44160 – 0.0055
Proposed Model 8× 8 400 %0.68 0.23

7 Conclusion

In this study, the two-dimensional steady-state heat conduction problem is
investigated. For this purpose, an equation-free approach is presented that
uses deep learning algorithms instead of governing differential equations to
simulate the physics of conduction heat transfer. The proposed model can
simulate the equilibrium heat distribution without using governing equa-
tions under arbitrary boundary conditions outside the range of training data
observed by the network and with only a small amount of thermal data, with
acceptable accuracy. To train the model, a small data set, containing 400
data from square plates with dimensions of 8 × 8 with different boundary
conditions, was prepared. The actual temperature distribution in each of the
plates along with the boundary conditions was generated using the finite
difference method. This data was used to extract the steady-state temperature
pattern and encode it in a 3 × 3 convolutional kernel. Then, this kernel was
used as a loss function to calculate the network error in the steady-state
temperature distribution simulation so that the network does not need thermal
data in high dimensions (64 × 64) as labels. For this, a network with U-Net
architecture was used and it was trained using a kernel containing a pattern.
The produced model was compared with other models in different aspects.
The results showed that the presented model based on a kernel, despite using
only 400 data in low dimensions (8 × 8) has managed to obtain a lower
value of MAPE and MSE in simulating the actual steady-state temperature
distribution than the supervised model that used a large set of 5000 data in
high dimensions (64 × 64) (0.68% vs. 1.53% in MAPE value and 0.23 vs.
0.78 in MSE value). The results also showed that with a different definition
of the loss function in model training, the learning process will be different
subsequently, even if the output results of the two models are the same.
According to Table 4, which shows the learning process of two models during
different periods, the supervised model tries to create a general structure of
equilibrium conditions in the output at the beginning of the learning process.
While the kernel-based model tries to produce a temperature distribution that
covers a large part of the screen with zero temperature values. The learning
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process of the two models in Figure 16 shows that the supervised model has a
higher learning speed at the beginning of the learning process than the kernel-
based model, but gradually as it approaches higher accuracies, the learning
speed drops drastically. This procedure happens in the opposite way in the
kernel-based model.

In the end, the kernel-based model was compared with two models intro-
duced in two other studies, which, like the present work, have performed the
simulation of two-dimensional steady-state heat transfer in different bound-
ary conditions. The comparison results showed that the kernel-based model,
despite using one-tenth of the thermal data used in the cGAN-based model
(400 vs 4850 data) and with lower dimensions (8 × 8 vs 64 × 64), was able
to compute temperature distribution with less error (0.68% vs 1%). However,
the model presented in [58] has succeeded in obtaining higher accuracy by
increasing the data to more than a hundred times higher dimensions.

This work points to the possibility of extracting existing laws and patterns
in physical phenomena and encoding them in neural networks that no longer
need to find the governing differential equations or prepare huge data related
to the phenomenon. In principle, the equation-free method presented in this
article is a suitable solution for solving those problems that seek to simulate a
physical phenomenon with acceptable accuracy despite the small amount of
data.
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[25] Araújo, A., Pereira, A., Benevenuto, F., “A comparative study of
machine translation for multilingual sentence-level sentiment analysis”,
Journal of Information Sciences, Vol. 512, (2020).

[26] Andrabi, A., Wahid, A., “Machine Translation System Using Deep
Learning for English to Urdu”, Journal of Computational Intelligence
and Neuroscience, (2022).

[27] Petousis, P., Han, S., Aberle, D., Bui, A., “Prediction of lung cancer inci-
dence on the low-dose computed tomography arm of the National Lung
Screening Trial: A dynamic Bayesian network”, Journal of Artificial
Intelligence in Medicine, Vol. 72, (2016), 42–55.

[28] Aberle, D., Adams, A., Berg, C., Black, W., “Reduced lung-cancer
mortality with low-dose computed tomographic screening”, Journal of
National Lung Screening Trial Research Team, (2011).

[29] D’Souza, G., Siddalingaswamy, P.C., Pandya, M.A., “AlterNet-K: a
small and compact model for the detection of glaucoma”, Journal of
Biomedical Engineering Letter, Vol. 14, (2024), 23–33.



Development of an Equation-Free Surrogate Model 363

[30] Zhou, Z., “A brief introduction to weakly supervised learning”, Journal
of National Science Review, Vol. 5, No. 1, (2018), 44–53.

[31] Wang, R., Chen, B., Meng, D., Wang, L., “Weakly Supervised Lesion
Detection from Fundus Images”, in IEEE Transactions on Medical
Imaging, Vol. 38, No. 6, (2019), 1501–1512.

[32] Nguyen-Duc, T., Yoo, I., Thomas, L., Kuan, A., “Weakly supervised
learning in deformable EM image registration using slice interpolation”,
In IEEE 16th International Symposium on Biomedical Imaging, (2019),
670–673.

[33] Costa, P., Galdran, A., Smailagic, A., Campilho, A., “A weakly-
supervised framework for interpretable diabetic retinopathy detection on
retinal images”, IEEE Access 6, (2018), 18747–18758.

[34] Ganji, D., Sabzehmeidani, Y., Sedighiamiri, A., “Nonlinear System
in Heat Transfer Mathematical Modeling and Analytical Methods”,
(2018), 35–36.

[35] Daileda, R. C., “The two-dimensional heat equation”, Trinity University,
San Antonio, Texas, (2012).

[36] Lu, C., Liu, Q., Sun, Q., Hsieh, C., Zhang, S., Shi, L., Lee, C., “Deep
Learning for Optoelectronic Properties of Organic Semiconductors”,
Journal of Physical Chemistry, Vol. 124, No. 13, (2020), 7048–7060.

[37] Ryczko, K., Strubbe, D., Tamblyn, I., “Deep Learning and Density
Functional Theory”, (2019).
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