A Robust Fast Fracture Plane Orientation Angle Search Algorithm for Puck 3D Inter-Fibre Failure Criterion
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Abstract

In the present work, a novel fast fracture plane orientation angle (FPOA) search algorithm for the 3D Puck failure criterion is proposed. In the 3D Puck failure criterion, a linear search algorithm is employed to calculate the maximum inter-fibre failure (IFF) value by iterating and comparing the IFF value for each FPOA. This process itself requires a substantial amount of computational resources. The proposed fast FPOA search algorithm is implemented to substitute the linear search algorithm in order to reduce the computational time. A total of $1 \times 10^5$ randomised stress cases are used to analyse the accuracy of the algorithm. The result was then compared with the Puck Stepwise Search Method (SSM) and other fast FPOA search algorithms. The results show that the proposed fast FPOA search algorithm
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has better accuracy compared to the other fast FPOA search algorithms and is almost 5 times faster compared to the SSM algorithm by Puck. In addition, a subroutine contains the Puck failure criterion and the proposed fast FPOA search algorithm is embedded into a Finite Element Analysis (FEA) software to simulate the open-hole test (OHT) experiment on the composite material.
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1 Introduction

In the past few decades, the usage of composite material has increased significantly, particularly in the automotive and aerospace industries, due to its high specific strength characteristic. The composite material is also highly customisable. It could be tailored by using different combinations of fibre/matrix and different ply stacks or orientations to conform to the loading condition requirement. As a consequence, failure modes on composite material are becoming more complex and cannot accurately be represented by simple failure criterion evaluation such as Tresca or Von Misses failure criterion.

Initially, Tsai and Wu [1] developed a failure criterion based on the failure strength of the material in each direction. In the Tsai-Wu failure criterion, the damage does not differentiate between fibre or matrix failure. Hashin [2] then improved the composite material failure evaluation by calculating fibre failure and matrix failure separately. Later, in the World-Wide Failure Exercise (WWFE) [3], a novel failure criterion developed by Puck [4–6], which is based on the Hashin failure criterion, was able to reproduce the failure under several stress conditions accurately compared to other failure criteria. Thus, the Puck failure criterion becomes one of the options for evaluating composite failure.

Puck uses fibre failure (FF) stress exposure ($f_{E,FF}$) and inter-fibre failure (IFF) stress exposure ($f_{E,IFF}$) to determine the damage that occurs across the fibre and parallel to the fibre, respectively. In 3D case stress, a potential IFF fracture plane is required to determine the $f_{E,IFF}$. The potential IFF fracture plane is obtained using the Stepwise Search Method (SSM) algorithm by comparing the highest value of $f_{E,IFF}$ from all of the action planes parallel to the fibre. Puck and VDI [7] propose that the action planes are inclined at 1° intervals. As a result, 180 iterations are required to acquire the IFF fracture plane for each stress case, which leads to high computational costs.
Due to its high computational cost, several fast FPOA search algorithms were developed to reduce the computational cost of the SSM algorithm. Weigand [8] proposes the Extended Golden Section Search (EGSS) algorithm, which utilises the Golden Section Search (GSS) algorithm [9] and successive parabolic interpolation technique [10] to obtain the IFF fracture plane orientation angle (FPOA). However, for several stress conditions, the EGSS algorithm incorrectly identifies the global maximum value of \( f_{E,IFF} \) location.

Schirmaier [11] improves the EGSS algorithm accuracy into the Selective Range Golden Section Search (SRGSS) algorithm using the selective range (SR) method, which divides the iteration range into several smaller blocks and then applies the GSS algorithm into blocks that contain the local maximum value of \( f_{E,IFF} \). Rezasefat [12] later proposes the Simple Parabolic Interpolation Search (SPIS) algorithm. Instead of using the GSS algorithm, Rezasefat employs the successive parabolic interpolation technique in the SR method.

The fast FPOA search algorithm works by reducing the total amount of iteration required to obtain IFF FPOA. Since the data points from the iteration are less than the SSM algorithm, the accuracy of the fast FPOA search algorithm is also affected. In this paper, a robust, fast FPOA search algorithm is proposed. Several new methods are implemented into the algorithm to alleviate the accuracy problem without increasing the computational time significantly. The result is then compared with the previous fast FPOA search algorithm and then applied as a subroutine in finite element analysis software.

2 Puck Inter-Fibre Failure (IFF) Calculation

The Puck [6] IFF criterion expands the work by Hashin’s idea on matrix mode, which is based on Mohr failure theory [13]. According to Hashin, if the failure plane could be identified, the failure is only caused by the normal stress (\( \sigma_n \)), shear stress transverse to the fibre direction (\( \tau_{nt} \)) and shear stress parallel to the fibre direction (\( \tau_{n1} \)) acting on the oblique plane. Puck uses the normal (\( \sigma_n \)) and shear stresses (\( \tau_{nt}, \tau_{n1} \)) as inputs to calculate the failure exposure on IFF. The failure exposure on IFF is obtained by finding the maximum value of the failure exposure for every “action plane” that is rotated parallel to the \( X_1 \) axis on each inclination angle \( \theta \).

The normal and shear stresses on the action plane are derived from the stress tensor. The stress tensor is transformed according to the current inclination angle. The \( \sigma_n \) and \( \tau_{nt} \) are derived from the stress tensor components
$\sigma_{22}, \sigma_{33}, \sigma_{23}$, while $\tau_{n1}$ is derived from the stress tensors $\sigma_{12}, \sigma_{13}$, as shown in Equations (1)–(3). Figure 1 shows the normal ($\sigma_n$) and shear stresses ($\tau_{nt}, \tau_{n1}$) that are being transformed on the action plane at the inclination angle $\theta$.

\[
\sigma_n(\theta) = \sigma_{22}\cos(\theta)^2 + \sigma_{33}\sin(\theta)^2 + 2\tau_{23}\sin(\theta)\cos(\theta)
\]

\[
\tau_{nt}(\theta) = -\sigma_{22}\sin(\theta)\cos(\theta) + \sigma_{33}\sin(\theta)\cos(\theta) + \tau_{23}(\cos(\theta)^2 - \sin(\theta)^2)
\]

\[
\tau_{n1}(\theta) = \tau_{31}\sin(\theta) + \tau_{21}\cos(\theta)
\]

Puck states that the failure exposure value on the action plane at the current angle can be calculated using Equation (4) for tension load ($\sigma_n \geq 0$) and Equation (5) for compression load ($\sigma_n < 0$).

\[
f_{E,IFF+}(\theta) = \sqrt{\left[\left(\frac{1}{R_{t\perp} - p_{t\perp}^{A}} \right) \sigma_n \right]^2 + \left(\frac{\tau_{nt}^{A}}{R_{t\perp\perp}^{A}} \right)^2 + \left(\frac{\tau_{n1}^{A}}{R_{t\perp\parallel}^{A}} \right)^2 + \frac{p_{t\perp\perp}^{A}}{R_{t\perp\perp}^{A}} \sigma_n \text{ for } \sigma_n \geq 0}
\]
\[
\begin{align*}
 f_{E,IFF}(\theta) &= \left( \frac{\tau_{nt}}{R_{\perp\perp}^A} \right)^2 + \left( \frac{\tau_{n1}}{R_{\perp\parallel}^A} \right)^2 + \left( \frac{p_{\perp\psi}^c}{R_{\perp\psi}^A} \sigma_n \right)^2 \\
 &\quad + \frac{p_{\perp\psi}^c}{R_{\perp\psi}^A} \sigma_n \quad \text{for } \sigma_n < 0
\end{align*}
\]

with

\[
\begin{align*}
 \frac{p_{\perp\psi}^f}{R_{\perp\psi}^A} &= \frac{p_{\perp\perp}^f}{R_{\perp\perp}^A} \cos^2 \psi + \frac{p_{\perp\parallel}^f}{R_{\perp\parallel}^A} \sin^2 \psi \\
 \frac{p_{\perp\psi}^c}{R_{\perp\psi}^A} &= \frac{p_{\perp\perp}^c}{R_{\perp\perp}^A} \cos^2 \psi + \frac{p_{\perp\parallel}^c}{R_{\perp\parallel}^A} \sin^2 \psi \\
 \cos^2 \psi &= 1 - \sin^2 \psi = \frac{\tau_{nt}^2}{\tau_{nt}^2 + \tau_{n1}^2} \\
 R_{\perp\perp}^A &= \frac{R_{\parallel}^c}{2(1 + p_{\perp\perp}^c)}
\end{align*}
\]

The \( R_{\perp\perp}^A, R_{\perp\parallel}^A, R_{\perp\psi}^A \) are the fracture strength of the material. The \( R_{\perp\perp}^A \) quantifies the fracture strength of the action plane due to shear stress. The \( R_{\perp\perp}^A \) is calculated using Equation (9). The \( R_{\perp\parallel}^A \) is the shear strength that is obtained from the in-plane shear stress test. The \( R_{\perp}^t \) and \( R_{\perp}^c \) are the tensile and compressive strength of the material transverse to the fibre direction. The \( R_{\perp}^t \) and \( R_{\perp}^c \) are obtained using an uniaxial test on the material.

The \( p_{\perp\perp}^f, p_{\perp\parallel}^f, p_{\perp\psi}^f, p_{\perp\perp}^c, p_{\perp\parallel}^c \) are the inclination factors for composite material. The values of the inclination factor depend on the type of the composite material. The inclination factor values are obtained from the slope of the master fracture body \( \sigma_n - \tau_{n1} \) at \( \psi = 90^\circ \) and \( \sigma_n - \tau_{nt} \) at \( \psi = 0^\circ \) when \( \sigma_n = 0 \) as illustrated in Figure 2. If the experimental data is unavailable, Puck provides the typical inclination factor values for the GFRP and CFRP in Table 1.

\begin{table}[h]
\centering
\caption{Inclination factor for different types of composite material [5]}
\begin{tabular}{|c|c|c|c|c|}
\hline
Material & \( p_{\perp\perp}^f \) & \( p_{\perp\parallel}^f \) & \( p_{\perp\psi}^f \) & \( p_{\perp\perp}^c \) \\
\hline
GFRP & 0.30 & 0.25 & 0.20 & 0.25 \\
CFRP & 0.35 & 0.30 & 0.25 & 0.30 \\
\hline
\end{tabular}
\end{table}
Each action plane at the corresponding angle will have its own unique failure exposure value. The angle of the action plane, when the failure exposure value is maximum, will define the FPOA of 3D Puck IFF for the current load. If the failure exposure value reaches 1 ($f_{E,IFF} \geq 1$), the material will have a permanent fracture plane at the corresponding angle.

### 3 Fracture Plane Orientation Angle Search Algorithm

In this section, the original fracture plane orientation angle (FPOA) search algorithm by Puck and the current fast FPOA search algorithms are explained. An IM7/8552 carbon fibre reinforced polymer (CFRP) material (Table 2) with varying load cases is used as the test case for the FPOA search algorithm. The result from each FPOA search algorithm is plotted into a fracture angle – $f_{E,IFF}$ value graph as a comparison.

Three different load cases (Table 3) are selected to demonstrate the most common FPOA calculation result. Load case 1 is an example of one maximum value of $f_{E,IFF}$ iteration result. Load case 2 is an example of two
local maximum values of $f_{E,IFF}$ results, with the global maximum value of $f_{E,IFF}$ nowhere near $90^\circ$ or $-90^\circ$ angle orientation. Load case 3 is a specific case for two local maximum values of $f_{E,IFF}$ where the global maximum value of $f_{E,IFF}$ is located near $90^\circ$ or $-90^\circ$ angle orientation. The load case 3 is used to demonstrate that other fast FPOAs have difficulties in accurately determining the global maximum value of $f_{E,IFF}$.

### 3.1 Existing FPOA Search Algorithm

#### 3.1.1 Load case 1 – one maximum value of $f_{E,IFF}$

In order to find the maximum value of the failure exposure and the corresponding action plane for the 3D Puck IFF, Puck utilises the Stepwise Search Method (SSM) algorithm. Puck SSM algorithm calculates all the failure exposure values that are obtained from $-90^\circ \leq \theta < 90^\circ$ iteration range angle. All the failure exposure values are then compared to obtain the maximum failure exposure value. The SSM algorithm requires 180 supporting points for a $1^\circ$ inclination angle to predict the corresponding FPOA for the maximum failure exposure value for the given load, which requires a considerable amount of time to compute.

Figure 3 shows the value of $f_{E,IFF}$ and its corresponding inclination angle, totalling 180 supporting points. The inclination angle with the highest $f_{E,IFF}$ value will be used as the FPOA for the current stress state.

Weigand [8] proposes the EGSS (Extended Golden Section Search) algorithm to reduce the computation time when obtaining the maximum failure exposure and its corresponding FPOA on 3D Puck IFF. The EGSS algorithm utilises the golden section search (GSS) algorithm [9] to reduce
Figure 3  SSM algorithm on load case 1 with $f_{E,IFF}$ maximum value at ($-56^\circ$, 0.929).

the number of supporting points required to find the maximum failure value significantly. The GSS algorithm is used to iterate the supporting points sufficiently close until it reaches the prescribed tolerance value. A successive parabolic interpolation (Equation (10)) [10] is implemented between the last two GSS iteration supporting points to obtain the maximum failure exposure value. The subscripts in Equation (10) refer to the inclination angle and the corresponding $f_{E,IFF}$ value results of the last three supporting points, which are iterated using the GSS algorithm.

$$\theta_{fp} = \theta_2 - \frac{1}{2} \frac{(\theta_2 - \theta_1)^2(f_{E,IFF}(2) - f_{E,IFF}(3))}{(\theta_2 - \theta_1)(f_{E,IFF}(2) - f_{E,IFF}(3))} - \frac{((\theta_2 - \theta_3)^2(f_{E,IFF}(2) - f_{E,IFF}(3))}{(\theta_2 - \theta_3)(f_{E,IFF}(2) - f_{E,IFF}(3))}$$

(10)

Figure 4 shows the same load case 1 calculation but using the EGSS algorithm. Compared to the SSM algorithm, the EGSS algorithm requires less supporting point calculation to obtain a similar result. As a consequence, the EGSS algorithm is faster than the SSM algorithm.

3.1.2 Load case 2 – two local maximum values of $f_{E,IFF}$

However, the EGSS algorithm tends to incorrectly identify the global maximum value of $f_{E,IFF}$ when there are two or more local maximum values of $f_{E,IFF}$. As an example, on load case 2, the SSM algorithm identifies two local
Figure 4  EGSS algorithm has similar result as SSM algorithm on load case 1.

![Figure 4](image)

Figure 5  Load case 2 with the global maximum value of $f_{E,IFF}$ at $(72^\circ, 0.6746)$ using SSM algorithm.

![Figure 5](image)

maximum values of $f_{E,IFF}$ coordinates at $(-7^\circ, 0.668)$ and $(72^\circ, 0.6746)$. The SSM algorithm then determines that the second coordinate point is the global maximum value of $f_{E,IFF}$ (Figure 5) since the second coordinate has a higher $f_{E,IFF}$ value compared to the first coordinate point.

As shown in Figure 6, the EGSS algorithm incorrectly determines the global maximum value of $f_{E,IFF}$ at $(-6.4625^\circ, 0.668)$. The result shows that
Figure 6  EGSS algorithm fails to identify the correct global maximum value of $f_{E,IFF}$ on two local maximum value of $f_{E,IFF}$ case (load case 2).

![Figure 6](image)

Figure 7  The supporting points with its corresponding values calculated using Selective Range (SR) method to localise potential global maximum value of $f_{E,IFF}$.

![Figure 7](image)

EGSS’s global maximum value of $f_{E,IFF}$ is closer to the SSM algorithm’s first local maximum value of $f_{E,IFF}$ coordinate than the SSM algorithm’s second local maximum value of $f_{E,IFF}$, which is the true global maximum value of $f_{E,IFF}$. 
Schirmaier [11] suggests a new search algorithm called the Selective Range Golden Section Search (SRGSS) algorithm to improve the EGSS algorithm by combining the Selective Range (SR) method and the GSS algorithm. According to Schirmaier, 20% of the $1 \times 10^5$ randomised stress cases evaluated using the EGSS algorithm have a 5° deviation on its FPOA. Schirmaier observes that the $f_{E,IFF}$ – inclination angle result plot has distinct characteristics, such as smooth, may have up to three local maxima and the minimum distance between two local maxima is always larger than 25°.

Schirmaier proposes the SR method, which reduces the wide 180° search range interval into one or more narrow 20° search range intervals to find the possibility of multiple local maxima on the $f_{E,IFF}$ – inclination angle result plot. The 20° search range interval is determined by calculating the supporting points on every 10° interval inclination angle. If the current supporting point has higher $f_{E,IFF}$ values than the previous and the next supporting point, then the span of inclination angle between the previous and the next supporting point is designated as the SR interval (Figure 7). After the SR interval is obtained, the GSS algorithm is applied to obtain the maximum $f_{E,IFF}$ value in each SR interval. If there are two or more SR intervals, the local maximum value of $f_{E,IFF}$ on each SR interval is compared to obtain the global maximum value of $f_{E,IFF}$ (Figure 8). This method greatly improves the accuracy of the GSS algorithm while maintaining less computational

![Figure 8](image-url)  
Figure 8  SRGSS successfully identify the correct global maximum value of $f_{E,IFF}$ on two local maximum values of $f_{E,IFF}$ case (load case 2).
resources since it uses fewer supporting points to obtain the global maximum value of $f_{E,IFF}$ compared to the SSM algorithm.

Rezasefat [12] later improves the SRGSS algorithm by implementing the Simple Parabolic Interpolation Search (SPIS) algorithm (Figure 9). SPIS aims for less computation time compared to the SRGSS. SPIS uses parabolic interpolation (Equation (10)) instead of the GSS algorithm to reduce the required supporting points to obtain the global maximum value of $f_{E,IFF}$. The parabolic interpolation is only implemented into the SR interval range that has the highest average of two smaller $f_{E,IFF}$ values neighbouring supporting points, further reducing the total amount of the calculation time. As a final check, SPIS compares the value obtained from the parabolic interpolation with the $f_{E,IFF}$ value at the inclination angle $90^\circ$.

3.1.3 Load case 3 – two local maximum values of $f_{E,IFF}$ with the global maximum value of $f_{E,IFF}$ located near $-90^\circ/90^\circ$

On load case 3, two local maximum values of $f_{E,IFF}$ coordinate at $(9^\circ, 0.735)$ and $(85^\circ, 0.745)$ are identified using the SSM algorithm. The SSM algorithm determines the second local maximum value of $f_{E,IFF}$ as the global maximum value of $f_{E,IFF}$ since it has a higher $f_{E,IFF}$ value compared to the other point. The location of the global maximum value of $f_{E,IFF}$ is near the edge of the Puck search range interval ($-90^\circ \leq \theta \leq 90^\circ$). The result of
Figure 10  SSM algorithm on load case 3. The global maximum value of \( f_{E,IFF} \) is located at the second local maximum value of \( f_{E,IFF} \) at \((85^\circ, 0.745)\).

the fracture angle – \( f_{E,IFF} \) value plot using the SSM algorithm is shown in Figure 10.

Even though load case 3 is similar to load case 2 (two local maximum values of \( f_{E,IFF} \)), the current fast FPOA search algorithm (EGSS, SRGSS and SPIS) incorrectly determines the global maximum value of \( f_{E,IFF} \), as shown in Figure 11.

3.2 Proposed Fast FPOA Search Algorithm

A novel fast FPOA search algorithm is proposed to improve the reliability of the current fast FPOA search algorithm in finding the global maximum value of \( f_{E,IFF} \) and its corresponding fracture angle. The proposed fast FPOA search algorithm is named the Improved Selective Range Brent Method (ISRBM).

In the ISRBM search algorithm, an improved version of the SR method is implemented to rectify the unintentional bug in the SRGSS or SPIS algorithm. The SR method itself works by comparing the current supporting point with two points on both preceding and following supporting points. If the current supporting point has a higher \( f_{E,IFF} \) value, the preceding and the following supporting points are regarded as the starting and the stopping points for the SR interval.
Figure 11  Current fast algorithm, EGSS, SRGSS and SPIS are fail to correctly identify the global maximum value of $f_{E,IFF}$. 
Figure 12 The supporting points are calculated within $-90^\circ \leq \theta \leq 90^\circ$ inclination angle on SRGSS or SPIS algorithm.

On the SRGSS and SPIS algorithm, the calculation of the supporting points for the SR method is limited to $-90^\circ \leq \theta \leq 90^\circ$ inclination angle [11, 12], as shown in Figure 3.10. Since the SR interval evaluation requires both preceding and following points, the SR interval evaluation will never initialise at the edge points ($-90^\circ$/$90^\circ$ inclination angle) since there is only one point to compare (either preceding or following point, not both).

The ISRBM search algorithm improves the SR method by appending an additional supporting point to ensure that the SR interval evaluation can be initialised even at the edge point ($-90^\circ$/$90^\circ$ inclination angle). The additional supporting point is calculated at a $100^\circ$ inclination angle. Since $f_{E,IFF}$ is periodic for every $180^\circ$ (the $f_{E,IFF}$ value at $\theta$ and $\theta + 180^\circ$ will be identical), the $f_{E,IFF}$ calculation result that is obtained at $-90^\circ$ and $-90^\circ$ inclination angle can be reused as the $f_{E,IFF}$ result at $90^\circ$ and $100^\circ$ inclination angle respectively, thus further reducing unnecessary computation time. As a result, the SR method is implemented into a $-90^\circ \leq \theta \leq 100^\circ$ inclination angle on the ISRBM search algorithm (Figure 13) instead of the usual $-90^\circ \leq \theta \leq 90^\circ$ inclination angle.

The ISRBM search algorithm obtains the maximum value of $f_{E,IFF}$ on each SR interval using the Brent Method (Figure 14). Brent method [18] combines the more reliable GSS algorithm and the fast successive parabolic interpolation technique. The successive parabolic interpolation technique has a superlinear convergence rate but is prone to fail when the evaluated points
Figure 13  The supporting points are calculated within $-90^\circ \leq \theta \leq 100^\circ$ inclination angle on ISRBM search algorithm. Note the additional calculation at $100^\circ$ inclination angle.

Figure 14  Brent Method is applied on the SR interval on ISRBM search algorithm. Brent Method calculated points are omitted for clarity.

are collinear. On the contrary, the GSS algorithm has a linear convergence rate but is more robust. In the Brent method, the default calculation uses successive parabolic interpolation, but when the evaluated points are collinear, the calculation will fall back to the GSS algorithm.

In the final step, when the corresponding fracture angle of the global maximum value of $f_{E,IFF}$ is between $90^\circ \leq \theta \leq 100^\circ$ inclination angle,
the fracture angle needs to be subtracted by $180^\circ$ due to the $f_{E, IFF}$ periodicity characteristic. The pseudocode of the ISRBM search algorithm is summarised in Algorithm 1.

**Algorithm 1** Pseudocode of the ISRBM search algorithm

1: Calculate the $f_{E, IFF}$ at supporting points from $-90^\circ \leq \theta \leq 100^\circ$ inclination angle with $10^\circ$ interval. Reuse the $f_{E, IFF}$ calculation result of the supporting points to reduce the computation time since the $f_{E, IFF}$ result is periodic for every $180^\circ$ inclination angle.

   **IF** inclination angle between $-90^\circ \leq \theta < 90^\circ$ **THEN**
   
   | Calculate failure exposure at corresponding inclination angle $f_{E, IFF}(\theta)$

   **ELSE IF** inclination angle is equal or more than $90^\circ$ **THEN**

   | Assign $f_{E, IFF}(\theta - 180^\circ)$ result into $f_{E, IFF}(\theta)$

2: Find the appropriate selective range interval that contains local maximum value of $f_{E, IFF}$

3: Applying Brent Method into the selective range interval

4: Compare the local $f_{E, IFF}$ maximum values obtained from the previous step

5: Assign the highest local maximum value of $f_{E, IFF}$ into global maximum value of $f_{E, IFF}$

6: Assign the corresponding inclination angle of global maximum value of $f_{E, IFF}$ as the FPOA, $\theta_{fp}$

7: Check the $\theta_{fp}$ result

   **IF** $\theta_{fp}$ is more than $90^\circ$ **THEN**

   | Subtract the fracture angle by $180^\circ$

---

**4 Results**

In order to evaluate the performance of the FPOA search algorithm, $1 \times 10^5$ randomised stress cases are tested. IM7/8552 CFRP material (Table 2) is used as the material input. Each FPOA search algorithm is evaluated in terms of the calculation time and reliability to obtain the correct calculation result. Table 4 shows the average calculation time to obtain the global maximum value of $f_{E, IFF}$ and its corresponding FPOA $\theta_{fp}$ for each stress case. In this table, the performance increase of each fast FPOA is also compared with the standard Puck SSM algorithm.

Next, the reliability of each fast FPOA search algorithm is also evaluated by comparing the global maximum value of $f_{E, IFF}$ and its corresponding FPOA $\theta_{fp}$ using the Puck SSM algorithm. However, instead of $1^\circ$, a more precise $0.01^\circ$ increment search is used to iterate the interval angle. The average difference result obtained from each fast FPOA search algorithm with the Puck SSM algorithm is shown in Table 5. In addition, the distribution of the FPOA result difference on each fast FPOA search algorithm for all $1 \times 10^5$ randomised stress cases is visualised in Figure 15. The FPOA
result difference is obtained by taking the absolute value of the difference between the fast FPOA search algorithm result and the FPOA result from SSM algorithm with 0.01° increment. Since the $f_{E,IFF}$ value is periodic every 180°, the maximum FPOA difference between the fast FPOA search algorithm and the Puck SSM algorithm is always less or equal to 90°.

According to Table 4, the ISRBM search algorithm has the slowest computation time among the other fast FPOA search algorithms. However, Table 4 shows that the ISRBM search algorithm has the most reliable and consistent FPOA and failure exposure result since it has the average lowest difference result compared to the other FPOA search algorithms. Figure 15 captures the consistency of the ISRBM search algorithm to obtain FPOA. The figure shows that most of the ISRBM search algorithm calculation result has less than a 3° FPOA difference when compared to the Puck SSM algorithm with a 0.01° increment. In contrast, the other FPOA search algorithms have more scattered results. The slower computation time in the ISRBM search algorithm is the result of a more reliable and rigorous error-checking algorithm.

Before applying the ISRBM search algorithm to the finite element analysis (FEA) software, another validation is conducted by comparing the stress tensor at the material failure point between the Puck failure criterion and the experimental test. For this validation, the biaxial failure envelope $\sigma_{22} - \tau_{12}$
test result on e-glass/LY556 [19] is used as a benchmark. For comparison, both standard Puck SSM and ISRBM search algorithms are used alternatively to calculate the IFF failure exposure. At the IFF failure exposure $f_{E,IFF} = 1$ (the irreversible damage on the material is started), the $\sigma_{22} - \tau_{12}$ result values are overlaid on top of the experimental test result. Figure 16 shows that the IFF Puck failure criterion is able to predict the result from the experimental result accurately.

In order to implement the Puck failure criterion in the FEA simulation, a separate subroutine is developed using Fortran with the proposed fast FPOA search algorithm embedded to reduce the computation time without sacrificing the calculation result. The subroutine flowchart for the Puck failure criterion with a fast FPOA search algorithm is shown in Figure 17. The subroutine is called for every Gauss/integration point.

An open-hole test (OHT) using AS4/PEEK CFRP composite material (Table 6) with [0/45/90/-45]_{2s} stacking sequence by Maa and Cheng [20]
is used to validate the Puck failure criterion with fast FPOA search algorithm subroutine in the FEA simulation. The OHT specimen dimension has length $l = 100$ mm, width $w = 20$ mm, thickness $t = 2$ mm, hole diameter $d = 5$ mm and loading rate $\delta = 2$ mm/min. During the OHT experiment, Maa and Cheng put a clip gauge at the centre of the specimen with $E = 30$ mm spacing to monitor the deformation of the specimen. For the FEA simulation, instead of using the full OHT model, a quarter OHT model with symmetric boundary condition applied at the $xy$-plane and $xz$-plane of the specimen is used to reduce the computation time [21], as shown in Figure 18.

The FEA simulation result demonstrates a good agreement with the experimental result, as shown in Figure 19. In addition, the ultimate strength difference result between the experimental (15.31 kN) and the FEA simulation (14.94 kN) is about 2.42%.

An example of the FEA simulation result on the OHT can be seen in Figure 20. This figure shows the plot of matrix damage in tension. The damage value in the plot was calculated using the Puck failure criterion and updated on each time increment on each Gauss/integration point. If the damage value reaches 1, the corresponding element will be deleted and will not be used for the next iteration.
Figure 17  Flowchart of the Puck failure criterion with proposed fast FPOA search algorithm subroutine.
Table 6  Material properties for AS4/PEEK [22, 23]

<table>
<thead>
<tr>
<th>$E_{11}$</th>
<th>$E_{22}, E_{33}$</th>
<th>$G_{12}, G_{13}$</th>
<th>$\nu_{12}, \nu_{13}$</th>
<th>$\nu_{23}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>127.6 GPa</td>
<td>10.3 GPa</td>
<td>6.0 GPa</td>
<td>0.32</td>
<td>0.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R_{t\parallel}$</th>
<th>$R_{t\perp}$</th>
<th>$R_{c\parallel}$</th>
<th>$R_{c\perp}$</th>
<th>$R_{t\parallel\perp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2023.0 MPa</td>
<td>1234.0 MPa</td>
<td>92.7 MPa</td>
<td>176.0 MPa</td>
<td>82.6 MPa</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$G_{t\parallel}, G_{c\parallel}$</th>
<th>$G_{t\perp}, G_{c\perp}$</th>
<th>$G_{t\parallel\perp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>128.0 N/mm</td>
<td>5.6 N/mm</td>
<td>4.93N/mm</td>
</tr>
</tbody>
</table>

Figure 18  The dimension and the boundary conditions of a quarter OHT model.

Figure 19  The comparison between the experimental and FEA simulation results for the OHT specimen.
Figure 20 The plot of matrix damage in tension using Puck failure criterion on AS4/PEEK for 90° laminate.

5 Conclusion

This paper proposes a reliable and fast FPOA search algorithm, the ISRBM search algorithm, to substitute the standard Puck SSM algorithm. Several improvements have been implemented into the ISRBM search algorithm, such as additional supporting points for more robust selective range interval testing, particularly at the FPOA near $-90^\circ/90^\circ$, and a more robust Brent method for finding the failure exposure maximum value within selective range interval. Albeit the computational performance of the ISRBM search algorithm is slower compared to other fast FPOA search algorithms, the ISRBM search algorithm calculation result is exceptionally reliable.

Data Availability

The subroutine is available upon request by emailing the first author.
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