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ABSTRACT. The goal of this paper is to point out few difficulties which occur in fluid-structure
modelling. The main point is the bad convergence which appearsin the boundary layer be-

tween thefluid and the flexible structure when one uses an eigenmode approximation or afinite

element with a too coarse mesh. In a first part the mathematical aspects of the coupled model

are discussed. Then a control problem which aims at reducing the noise in the coupled system,

is considered.

RSUM. Le but de cet article est de mettre en évidence quel ques difficultés qui peuvent apparaitre
dans la modélisation fluide-structure. Le point essentiel est la mauvaise convergence qui se
développe dans |la couche limite entre le fluide et la structure flexible lorsque I’ on utilise une
approche modale ou méme une méthode d’ €l éments finis avec un maillage trop grossier. Dans
une premiére partie les aspects mathématiques du systéme couplé, sont discutés. Ensuite le
probléme du contrdle anti-bruit est posé pour le systéme couplé.
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1. Introduction

Fluid-structure models for numerical models have been extensively developed dur-
ing the last thirty years ([BEL 77], [HOV 78], [JPMRO 84]). The application were
mostly for Nuclear technology and Astronautics. There were two different strategies.
One is based on a modal representation of each media and the other suggests a global
approach by finite element methods.

In the first formulation the eigenvectors of the fluid and the structure are computed
separately with independent boundary conditions. When a potential function is used,
homogeneous Neumann conditions are mainly used for the boundary of the fluid cor-
responding to the structure, because they enable to have non vanishing pressure due to
the fluid and applied to the structure. It can be interpreted as a rigid wall condition (or
homogeneous Dirichlet condition), for the normal displacement. But unfortunately
the local effects which occur at the interface between the two media -the fluid and
the structure- are eliminated in any finite dimensional approximation. The problem
is increased as far as these local effects can be at the origin of the most important
phenomena in the interaction. Furthermore in the control of acoustic noise in the fluid
from the stucture, these local effects can interact strongly with the control itself and
may be at the origin of a transfer of energy from the boundary layer into the fluid.
For instance in drag reduction (with a flow), several experiments have proved the effi-
ciency of the phenomenon (see [WSP 88]).

The second formulation is more accurate as far as a very refined mesh is used. Un-
fortunately this can only be done in elementary problems where the geomery is not
too complicate. Itis shown for such cases in [EGH 02], that the local effects can be
captured and controlled in transcient analysis. But the complexity of real structures
suggests to use the first strategy, improved by the theoretical results given here.

2. The model

We start from a priori given equations which are quite familiar for mechanicians.
One is for the wave propagation in the fluid and the other is a simple membrane model
for the flexible structure. But more advanced models like shells can also be discussed.

2.1. The acoustic fluid model

Let Q be an open set ii® with a boundary denoted b¥€2. It has a part -say
I's- on which the acoustic waves are assumed to be plane, and another oifig--say
occupied by a flexible structure the normal displacement of which is denotedy

. . 0 . . . .
its velocity by % The velocity of the acoustic waves is represented by a potential
functiony. The coordinates of a pointid arex = (x 1, 2, x3), and on the boundary
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I'; they are denoted by= (s1, s2). The derivatives wih respect toare indicated by
the subscript;". For instance the laplacian dh is written A ; and the gradien? ;.
The potential functiorp is solution of the following model:

0% .

Tl C?Ago =0 in Qx]0,T]

v =00nTyx]0,T],

3_@ = 8_z on T'y1x]0,T7,

ov 0Ot 5

p(.0) = po(x), Fr(2,0) = 1(2) in Q.

[1]

Let us point out that the existence and uniqueness of a solution wisegiven, are
very classical, the reader is refered to J.L. Lions and E. Magenes [JLLEM 68] for
details.

2.2. The structural model

Because the structure is assumed to behave like a membrane, the function z is
solution of:

0%z 9 o5 Op

o iz = T Ol +uonT'1x]0,7T7,

z=0o0n 0T1x]0,T], (2]
z(5,0) = zo(s), g—j(s, 0) = z1(s) in Ty x]0,TT.

The coefficient®’ is the ratio between the mass density in the fluid and the surfacic

mass density ogfsthe membrane. The functiois a control which is applied to the
membrane in order to reduce the vibrations in the acoustical open. sehe mem-
brane acts the part of a loud speaker excited by a local fercehe support of this
force is denoted by';.. Obviously one hast';. C I';. In practical application§'; .
could be a very small part df; .

Remark 1 The existence and uniqueness of a solution to the coupled model (1)-(2)
can be obtained using a series of eigenmodes. But one can use those of the fluid and of
the structure defined separately. Thus the operator is not diagonal in such a basisand
the a priori estimates should be obtained globally on the series of the approximate
solutions (see [ DGE 02]).

Let us introduce the eigenmodes of the fluid by:

b€V ={U (@), v =0onTa), [Ghads =1,
193

00 Bl

—c3 Ay = M ¢y in Q, — - =0on Ty
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Concerning the membrane, the eigenmodes are defined by:

7 € HL(Q), / Z(x)de =1,
r, [4]
—c?AZk = AL Z; on I'y.

The variational approximation spaces of the coupled model are, for instance, defined
by:
{ VY ={p =i yande, ax € R} CV, 5]

7N ={z= D k=N BuZi, B € R} C H(Ty).
Then the approximate model consists in findjpgd", V) € V¥ x Z¥ such that:

92N 9N

2 N 2
o atz 1/)+Cf/QVg0 v'l/)—Cf 5 —315 'l/),

92N of o™
Yv EZN, v—i—c? VSZN.st:—— —v—l—/ uv.
Iy o Iy 0s Jry ot Tic
[6]

In order to obtain a unique solution to the previous system, it is necessary to prescribe
(for instance), initial conditions. Let us denoteB)ﬁV, (respectivelyPV) the orthog-

onal projection from/.2(Q), (respectively.?(T)), ontoV ¥, (respectivelyZ?); then

we set:

Vo e VIV,

N N 3g0N N .
" (2,0) = P po(z), ?(1‘,0) =P pi1(z), in Q, -
N (s,0) = PNz (s), a%(3,0) = PNz (s), on Ty.

The convergence of the serigg” , »™V) to the solution of the coupled system, can
only be proved in the space:

C°(0,T[; V x Hy(T1)) nC*(J0, T[; L*(Q) x L*(T1)).

Thus no information can be obtained for the normal derivative 8fonI';. More
precisely from the expression of¥ one has:

o )
;0,, > a{j(t)% =0 on T1x]0, TT.
k=1N

With another respect one could introduce another approximation of the normal deriva-
tive of ¢ by:

Qo 2 82 4 0,

v ot v
which is a consistant one. But it does’nt enable to describe what happens in the fluid
near the flexible structure where the variation&agf are very fast. Hence a boundary
layer can appears near this bound&kryand it cgncerns the normal component of
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the velocity. But the mechanical behaviour of the fluid near the flexible structure is
interesting and can be at the origin of local energetical waves. Their knowledge is
important for a good understanding of stationary or transcient analysis. It is admitted
now that these local waves can interact with particle instabilities for instance, and can
play an important role in micro-vortex shedding from the structure. The analysis of
drag reduction or wake knowledge for airfoils, is certainly dependent on the progress
which can be done in this modelling. Our goal is to characterize this behaviour for
the simplified model (1)-(2), and to give some controllability results of these local
waves that we nam&oneley waves'. In fact the Stoneley waves were discovered at
the interface between two solids with different waves celerities. Latter on, they were
analyzed by I. Cagnard [CAG 62] and Y. C. Fung [FUN 65]. But the mathematical
features are the same (almost) that the one we met in fluid-structure interaction. This
is why we have adopted this terminology [DGE 02]. It should also be mentioned that
up to now, these phenomena were ignored by engineers developing numerical codes in
fluid-sructure interaction. Recently L. Dahi has shown in her thesis, a very interesting
analysis of these waves but for an infinite media such that there were no reflection and
therefore no energetical stationary waves.

3. Thelocal waves at the fluid-structure inter face
Let us start with a plane boundaly. Then we extend the results to curved sur-
faces.

3.1. Thelocal wavesin cartesian coordinateswhen ¢, < c;y.

Let us consider thdt, is a flat surface as shown on figure 1. The two first coor-
dinatess = (z1, z») describel'y andzs is normal to the boundary. We consider a
cylindrical neighbourhood df ; denoted byB and defined by:

B:{$:($1,$2,$3),5:($1,$2)€F1,0§x3§H}CQ [8]

Let us introduce the eigenmodes of the membrane solution of (4). Then we define
a local eigenvalue model by searching a priori stationary solutions sucljsthat
($1a $2))

(¢, 2) (@, 1) = € (Ax (w3), Bi) Zi(s),

c 9% A
(/\Z—J; _wz)Ak — 6?87;: = 0, Vl’3 E]OaH[a
s 3
(w? = A3) By = “Liw A, (0) o

———(0) = iwBy and Ay (H) = 0.
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A simple computation leads to the following expressionsAqr

DAY s 2 -2
0sCs ((Z) B 1)/\k N CfAk Sh([(k(l‘g — H))

orcy VALeZ — K7 ] sh(KyxH)

where K, is solution of the transcendental equation:

()2 = 1) = 3 K7
y[— ] [11]

212 _ \s
c2Kp — X

Qthh([(kH) _ Cg

0 KpH cr

The scalar numbets;, are given with respect to, by:
we = Ly /28 — 2K, [12]
Cs

Then the solutions of (11) depend on the fact that is a real or a pure complex
number.

¢X3
X2 |
H bal
Q=r1 x]O,H[
0 L x1

Figure 1. A particular open set for the analytical computation

a) Real solutions. If ¢, < ¢;, there is an infinite number of solutions which tend
to the infinity with 4 (because\; — oo when k — oo). These solutions are such

that:
A A
V2% o (< Ry, < X0k
Cs cy Cs

wr ~ \/A; when k — oo.

Let us consider one solution for a givenWe set(x = (s, x3)):

Then:

Ry s -2
S(z) = 0sCs ((Z) — DX - K sh(Ky(xs — H))

Pr L) = ] g Zk s

22 (s) = Zi(s).
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The exponential decay of; in the directionr is increasing witht. As a matter of
: . J

fact, the seriesy ", _, ._ B converges in order to havs’t3 € L*(T'y). Thus one has

for instance from a direct computatiop.{|o 5 is the norm in the spack?(B)):

C

S

~ —— and ~(C
||30k||0,B \/E || ||OB 1-

It is worth noting that wherk — oo, the functiony; tends to a Dirac measure the
support of which is the boundali , but the kinematical energy of the normal velocity

in the fluid (theZ?(B)-norm of %0’“) remains finite. This justifies the existence of a
so-called boundary layer at the mterface between the fluid and the flexible structure.

b) Purely imaginary solution. Let us set: K, = iJ;. Then the equation (11) has
for eachk, a countable infinite number of solutions and the corresponding functions
for ¢ are closer and closer to those solution of (3) wheps .

Remark 2 If ¢, > ¢y, thelocal solutionsdisappear. The roots of the transcendental
equation (11) are upper bounded and there is no more local waves.

Remark 3 The computations could also been done by substituting the membrane by
a shell. But the wave celerity is then infinite for the bending phenomenon. Therefore
one has no more a local wave in such a configuration, excepted if the shell is not
homogeneous. For instancefor a periodical distributionof stiffnersit can appear local
waves solutions which can induce a boundary layer in the fluid similar to Soneley
waves.

3.2. Thelocal waves for a curved boundary

Let us consider now a tubular neighbourhaBdof the curved boundary ; as
shown on figure 2. Let us use a curvilinear system of coordin@at€s = (s1, s2, &)

and we write the local equations d®. Assuming that— << 1, whereR is the

minima of the absolute value of the radius of curvaturd ef the solutions of the
analogous of (9) are very close to the one we obtained in the previous section. The
exponential decay is still valid and even the estimateg pnBut the functions?;, are

now the eigenmodes of a curved membrane.

3.3. Local waves for an arbitrarly shaped domain.

Let us come back to the full open st Furthermore we assume, in a first step,
that the control function(s, t) is zero. The solution of the coupled fluid-structure
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model is still denoted by, z). The functionz(s, t) can be splitinto the eigenvector
basis{Z; }. We set:

2(s, )= > Bi(t)Zk(s).

k=100

Figure 2. Curved neighbourhood of the structure

Then we associate the function defined/®by:
e, t) = Y A(t)er (v). [14]
k=100

The functiony; are those defined in section (3.1) and (3.2) for a curved bouritdary
Itis extended td@2 by zero. Then the coefficient$; are solution of:
9% Ay,
o2

+ W}%Ak =0.

and therefore:
A
Ap(t) = A (0)cos(wit) + -T2 (0) sin(wrt)
We 8t

and from the continuity of the normal velocity alofig:

0B 0A .
a—f(t) = wp Ag (t) = wi Ay (0)cos(wit) + a—tk(O)sm(wkt).
Finally the couplg*, »°) is a local Stoneley wave extended to the whole dorfiain

. B
It is characterized by the initial values ofs, 0) onT'y, (ie. By (0) anda—tk(o)). One

can check if necessary that all the equations of the coupled model are satisfied. But
the initial conditions fory° are restricted. If the control functianis no more zero,

then the expressions &f; (¢) are modified in order to take into account this new term.
But the mathematical behaviour from the boundBryis not changed (exponential
decay).

3.4. Coupling between the Stoneley waves and the cavity wavesin €2

Let us imagine that at t=0, the initial conditions can be represented by a local
Stoneley waves. Because the opertsé&t different fromB, there is no orthogonality
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between interior waves (ie. those corresponding to a rigid structuke, §nand the
Stoneley waves. In fact this orthogonality can be proved [DGE 02),3f B. In this
section we discuss the growth of the coupling between the local Stoneley waves and
the interior waves with respect to time and we discuss the influence of the geometry
(ie. the boundary of2). Let us set onB3x]0,7[ (because the function® span the
spaceH: (I'y)):

{ (p,2) = (¥%,2%) + (6, 0),

J 15
and let us assume that §o(x,0) = 3_g0(x’ 0) =0. [15]

ot

OnQx]0, 7] and outside of3 x]0, T, the functiony* is prolongated by zero. Thus
d¢ is solution of:

32(5 32 S
372@ - C?Aégo =— 3202 + cngo in Qx]0,T7
1)
8 = 0 on Tyx]0, T, —aaf =0on I'1x]0,T], [16]
1)
dp(x,0) =0, aa—f(x, 0)=0inQ

It is possible to obtain an energy estimatedgnby multiplying the system (15) by
86_;0 and by integrating over the open $&tBut one can note that the right hand side

of the first equation (16) is a Dirac distribution, the support of which is the boundary
of B, different fromI';. Thus we obtain, formally:

35@ cj%/ ) 2/ 9¢° 0o
— 4 = 17
Stz [ [ = [ SEEE

(v is the outwards unit normal alorig3). Let us now integrate the preceding relation
from 0 to¢. We obtain:

:—{/W c2|vaso|2}—c§/ LA
oB-TI";

_ . / / 9% S [18]
f 8B-T; 31531/
(because at t = 0 one has §E(0 ) 0).

Let us consider that the open $etind the subsd® are those drawn on figure 3. Then
the integrals oved B—1'; are restricted to the bounddry shown on figure 3y = 0

on the remaining parts ¢fB — I';). Because the functiop® and its derivatives (with
respect tars andt are exponentially decreasing with respect:tp one can deduce
from standard estimates that for a given set of smooth enough initial conditions which
are purely Stoneley waves as mentioned above, one has:

{ :_{/VW + SIVae) (1) < eI, (1]

where ¢(H) — 0 when H = Hpayp (see figure 3).
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For instance fotd = H,,4,; One can prove easily that{ H,,.;) = 0, furthermore

¢(H) decreases exponentially with H. The inequality (19) proves that famall
enough, the energy of the system remains mainly on the Stoneley waves. Itis possible
to improve the estimate (19) which is global. In particular one can obtain informations
contained irfy, using a trick introduced by C. Morawetz [MRS 77]. Let us first state
the result.

Local coordinates

sl / Vv
Aurved boundary correspondj

- \ s2 to the flexible structure ri

ari “\)

r
B Neighbounhood on which

Figure 3. The open sets Q and B

Theorem 1 Let §¢ be the solution of (15) and »° the Stoneley wave defined at (14)
with smooth enough initial conditions. The open set 2 is assumed t be shaped as
on figure 3. Then there exists a constant C'; which neither depends on the initial
conditions of ¢ nor on ¢, and such that:

t 2
[ [ 52 - aimesk | < ot 0) [20]
0 Iy
where £ (0) istheinitial energy of the Stoneley wave defined by:
1. [ 0p5°
B50) = 5{ [ “o + e ITe%l) [21)
193

Remark 4 The previous result is not obvious and requires a ot of computationsthat
we also mention in the following for a dlightly different goal (the inverse inequality
for the controllability). It is worth noting that there is a hidden regularity on the
boundary terms. The functional spaces in which the existence and uniqueness are
proved does' nt enable to make sense to the boundary terms involved in (19). But as
it has been underlined by J.L. Lions [JLL 88], the equilibrium equations satisfied by
the solution (¢, #) give a sufficient additional information. These results are obtained
froma particular choice of the test functions.
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4. The optimal control problem

Let us consider an initial perturbation of the fluid-structure model which corre-
sponds to a pure Stoneley wave. Let us denotéhy =) and(e1, z1) these initial
conditions. Then for a given functianwhich is the control applied to the structure,
we define the following criterion for each time delayand any marginal costs of the
controle:

u) = 1/2{a / dex+b/|Vgp| (x, T)dz

—I-/ (815 (s, T)ds—l—d/ |Vsz|*(s, T)ds [22]

/ / (s,t)*dsdt}.
Fic

The four coefficients:, b, ¢, d have to be adjusted from engineering considerations.
But we show in the following that some choice are more judicious than other in order
to obtain a simple version of the gradient of the criterioh The first point concerns

the existence of a unique solution to the next optimization problem:

. ,
wera oy 7 ) 123]

Theorem 2 For any smooth enough initial conditionand ¢ > 0, 7' > 0, the problem
(22) has a unique solution.

In order to define a numerical method for computing the optimal control solution of
(22), itis convenient to define the gradientiof. It is quite well-known that the easiest
way is to introduce the adjoint state. It is obtained from the transpose of the operator.
But the final conditions at tim& are chosen such that they enable to express simply
the gradient of the criteriofi®. Let us first introducéy, d) such that:

2
0 1/) AP =0 in Qx]0,T]
¥ =0o0nTyx]0,T7,
31/) or od
5 — Qscf a on le]OaT[a [24]
82d

50
—iAd = —c} alf on 'y x]0,T7,
d= 0 on 9T'1 x]0, 7.

But the preceding equations should be understood in a distribution serigegnoii” ;
separately. Furthermore, final conditions should be prescribedandd. This is the
purpose of the following. Let us now define the weak derivativeof:) with respect
to the control variable in the directiorw setting:

(22wt ) = (2. 2)W) _ (),

n—0 n
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Then one can check thgp!, 21) is the unique solution of:

1

QT — cngo =0 in 2x]0,T]

=00onTx]0,T],
352 = aai on T'1x]0, TT,
o (z,0) = 0, a; (2,0) = 0 in [25]
32z1 2 _ o 3@
BT Az 0. TR +von 1 x]0,T7,
(s, t) =0 on 3F1><]0 T,

9,

2 (z,0) =0, a—zt(a:,O) =0only

Then the gradient of the criterioff () in the directiorw is defined by:
aJe B e 3@ / 1
5u (u)(v) =a o ol — (2, T)de+b QVgp.Vgp (z,T)dx
0z 02t
Ot ot

T
—(s,T)ds +d V2.Vezt (s, T))ds + 6/ / uv(s, t)dsdt.
Iy I'ie

The interest of the adjoint state is mainly to give a practical local expression of the
gradient ofJ¢. Let us multiply the system (25) formally by the adjoint stéate d)

and let us integrate by parts.df ., . > denotes the duality between the spateand

V'’ and<< .,.>> the duality betweei/} (I';) andH ~1(T'; ), one obtains (assuming
that what is written has a mathematical meaning):

- < 3 ,go > ( /1/) (z,T)dx
Qf/ / (s,t)(s)dsdt — cf/ / 3 t)dsdt =0,
T, 8
- << 8 ,z >> ( / (s,7) ds+ % / Yd(s, T)ds [26]

/ / —(s,t)dsdt — / L(s, T)ds
r, 3
1
—|—cf/ / Y——1(s,t)dsdt = / / dv(s,t)dsdt.
Tic

Then the final conditions on the adjoint state variables are chosen such that:

3J / / (d+ eu)dsdt
Tic

and therefore the optimality condition is:

(d+ eu)(s,t)v(s,t) =0, Y(s,t) € T1.x]0,T]. [27]
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This suggests to define these final conditions by:

VE € LA(Q), fﬂ (e, T (x)dx = afﬂ aa—f(x,T)é’(x)dx,
Wev, - < S (1) =0 [ Vola ) Ve
Q
8 d(s, T)e(s)ds,
% [28]
Vv € L3(I'y), /Fld(s,T)v(s)ds =c Flg—j(s,T)v(s)ds,
Vv e Hi(TY), — << a—j,v >> (T)=d | Vz(s,T).Vsv(s)ds
51
—|—cJ2¢/ (s, Tv(s)ds.
Iy

From these relations we can deduce the following ones:

$(@.T) = a2z, T),

= a
a@t
d(s,T) = ca—j(s,T), [29]
d
g_t(S’T) =dA;z(s,T) — c?d)(s,T).

The second relation in (27) is more difficult to interpret. One could say that:

(e, T) = bAp(x,T), in Q,

and

o i _ 0

B (s,T) = 0. d(s,T) b@t (s,T), on Ty

or else :

O B of 0z

E(S’ T) = bAp(z,T) + (cg —b) pn (s, T)or, ().

But the mathematical meaning of this relations which are not necessarily compatible,
is not obvious at all and must be defined more accurately.

4.1. Thedifficulty in characterizing the adjoint state at time 7"

The relation (25) which has been obtained %fr(m, T) has to be read carrefully.

First of all we recall that this term is defined as an element of the dual $pacehus

the first point is to characterize the spdcé The result is known but we recall it

for sake of clarity in the explanations. Then we discuss both the strategy in order to
N . . . Oy

simplify the computation and the importance of the local terms contain 3 i, T)

which could be interpreted by a local measurelqnfor the adjoint state.
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Theorem 3 Let V' bethe functional space defined at (3). Let | be a linear and contin-
uousformon V' (ie. an element of /'). Then there exists a unique couple (p, r) in the

space H}(Q) x (Hy/*(T'1))" such that:
YoeV, )= / Vp.Vu(z)de+ << r,v>>
Q

where << .,. >> is the duality between (I }/*(T'1))’ and (H}/*(T'1))). The space
Hééz(rl) is the trace of functions of ' on the boundary I';. The element p is the
unique solution of:

Yv € HE(RQ), / Vp.Vo(x)de = l(v).
Q
Then we characterize r as the remaining term.

The proof is very standard. But it is interesting to define a practical strategy in order
to construct r. A convenient way is to use the Steklov eigenvalue problem. Let us set:

find (&, Sk) € R™ x V such that :
[30]

a5
“ASe =0, inQ, —= =Sk, on Ty, [ Si(s)ds=1.
31/ r;

1 . .

The eigenvectors{——=.5;} generate a basis in the spakk éZ(Fl). Let us now intro-

k
duce the closed subspacelofdefined by:

Vi={veV, —Av=0inQ}.

We can define a scalar product on this space using a prolongation operata@r--say

from H,/*(T'y) into V7, which is equiped with the scalar product:

Y1, va €V, ((01,02)):/Vv1.Vv2(x)dx.
Q

Thus we set:

Vry, ry € HUATY), ((r1,12)) = (Pry, Pra)).
Finally the elements of the dual spa@é&éz(rl))’ can be associated with elements
of V1 by this scalar product. The vector§{} span a Hilbert basis id.?(I';). Hence
for any element in 1/, one has:

VUEVl, v = Z R SE.

k=100

If [ is an element of’’ one can write:

Yo eV, l(v) = Z apl(Sk) =<< r,v >>, (because / Vp.Vo(x)de = 0).
Q

k=100
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Thusr can be identified with the summ of the serieg 1éz(Fl))’ defined by:

r= > U(Sk) Sk,

k=100
But we can also associatetdhe element of/; defined by (Lax-Milgram):
ReVi, YvelW, ((Rv)=<<ruv>>.
or else using the Steklov basis:
1S
R= > o) g,
k=100

Finally we proved the following result:

Theorem 4 Let ! be an element of /. Then there exists a unique couple (p,r) €
HY(Q) x (HY*(Ty))" such that :

pe s voe (@), [ VpVilade=1(),

Q

r= Zk:l,oo Z(Sk)SMFl’

and one has:
_ [(Sk)
YoeV, l(v) = | Vp.Vu(z)de+ Z —= | VS, Vv (2)dx
Q kT oo & Ja

or else;

Yv eV, l(v):/Vp.Vv(x)dx—l— Z 1(Sk) g Spv (s)ds.

k=100

Remark 5 Theorem 4 gives a numerical scheme for computing a representant of / in
the space V. We set:

[(Sk)

L=p+R=p+ > S, €V, [31]
k=100 gk
and thus:
Yo eV, l(v) :/ VILVu(z)de. [32]
193

Fromanumerical point of view, the formula (31) can be used as soon as finite element
approximations of the eigenmodes S, and of the function p, have been computed. But
obviously one should use a truncation of the series (31).
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4.2. Thefinal condition for the adjoint state variables

Let us recall that we obtained the following expression for the gradient of the

criterionJ¢:
3J / / (d° + eu®)(s,t)v(s, t)dsdt.
Tic

But the the final condition satisfied by(x,T) is such that £ .,. > denotes the
duality betweerl” andV’):
o

YweV,—< (¢, T),v>= b/ Ve(e, T).Vo(z)de — Q—f/ d(s, T)uv(s)ds,
8t Q Os Iy

or else because of the conditions prescribed(@n7’), (see (29)):

YoveV,—< 8—1/)(1‘ T),v>= b/ Ve(e, T).Vo(z)de — 4L a—Z(S,T)U(S)dS.
3t Os r, 3t

following the Remark 5, we suggest to define an element¥. by:

Vo(e, )V Sh(@)de — e [ 9215, 1) 8, (5)ds]

s ot
L=p+ Z 2 o Sk
k=100 k

wherep is the unique solution of the Poisson problem:
p € HQ), st.:Yv € HLHQ), / Vp(z).Vo(z)de = b/ Ve(x, T).Vo(z)de.
Q Q

Then we set:
oy oL

S 1) = (-AL50) eV

. . ) . .
There is an important case where the expressmgwo(x T') can be drastically sim-

es

plified. Let us assume that = c . Then one can check directly thataf

0, on I'y. Therefore, we can se%—t (2, T) = —=AL(z) = cngo(x,T). Obviously

this is much more convenient for the numerical implementation. But it is also true
that this requires a restriction on the definition of the criterion in the definition of the
criterion of the control problem.

5. Exact controllability of the Stoneley waves

The method that we use in this section is an extension of the one inroduced and
developed by J.L. Lions [JLL 88]. But the complexity is very much increased because
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of the interaction between the fluid and the structure. Furthermore the results that we
obtain are not always positive. Several restrictions on the geometry are necessary in
our formulation. Finally the exact controllabillity is only proved for a restricted sub-
space of the initial conditions corresponding to the Stoneley waves. Nevertheless this
is the most important point because the control of Stoneley local waves is our initial
goal. The first step is to define a formal expansion of the optimal control solution
defined in section 4. In the second step, we use a multiplier method in oder to derive
both Lagrange and Euler energy invariants. Then the last step consists in discussing
the exact controllability on the basis of the previous results.

5.1. The aymptotic expansion

Let us set:
(0%, 2%) = (¢, 2%) + e(p, 2h) + ... [33]
(e, d%) = (WO, d%) + et d) + . uf =u® +eut + ...

Then by introducing these expressions into the equations satisfied by the optimal so-
lution ¢, 2¢, ¢¢, d°, u€, one obtains:

1) Order zero
2,1,0
371/; — A" = 0 in Qx]0,TT,
82dv 9 0 5 0P
5z i Asd” = —c3 W&;Z ry X]Oéjo[,
¥ =0 on Tox]0, T, 3= %W on T1x]0,T7,

VO(s,t) = 0 VY(s,t) € ['1.x]0,T]
32800
— ;A" =0, in Qx]0, T,

ot? 900 5.0
0% =0 on Tyx]0, 7T, a—i = 8—2; on T'1x]0, TT, [34]
0%2° 2 0 o 0¢° 0

R — Az _—EW—I—U , onTy1x]0,T]
2% =10 on 911 x]0,T],

0 92" od° 0 5 o
d°(5,T) = c—(5,T), —(5,T) =dAsz (5,T) = c3¢"(s,71),

0 T = Qt/ T 8t
(e, T) = (2,7,
D) = (e, 1) = L T, (9

1) Order one (we don't write everything but only what is needed for our purpose)



166 REEF-11/2002. Giens'01

2.0,1

371/; — APt =0, in Qx]0,T7,
1 1

C?% = w9 o,
32d1 5 L 5 31/)1

T ciAd = ~t 5 " Iy x]0, 7]
d* =0 on 0Ty x]0,T]
d(s,t) +u’(s,t) = 0 V(s,t) onl'1.x]0,TT.

There are two basic steps in our analysis. One consists in proving/thad®) = 0.

In fact this proves the exact controllability and the main point is the homogeneous
condition satisfied by’ onI';.x]0, T[. The second step gives a way to construct
the optimal controk® from (¢!, d*) using (35) with ad’hoc initial conditions. A last
point, that we do not develop here is the convergencg/6f =<, u¢) to (¢°, 2%, u®)
whene tends to zero.

5.2. Apriori estimateson (¢°, d°)

Let us consider a couple’’, d°) solution of (34). The energy is defined by:
81/)0 9

- —{ (. 0)dz+ ¢ | (99 (. 0)d)

[36]
(s,0)ds + c? /F(|V5d0|)2(5,0)d5}

2Qf
Let H be the largest dlstance between a poirit@ind the boundarlj; (see figure 3),
and let us assume that there exists a pejnn the spacer® and another ong; such
that:

Ve € 0Ty, (x —x1).vr, >0 [37]

wherevr, is the unit outwards (and tangential) normal'tpalongdl';. Then one can
prove the following result using the multiplier method developed by J.L. Lions [JLL
88].

{Vl‘EFQ, (g —2)v <0, Ve ey, (¢ —wo)v>H>0,

Theorem 5 The inverse of the smallest eigenvalue of the Steklov problem (29) is de-
1
noted by ¢2 = —. Thevectors ¢ =  — 2o and g1 = « — 23 are chosen such that the

0
inequalities (37) are satisfied. Finally we assume that the surface I ; isflat for sake of
brevety. The diameter of £2isD andtheone of I'; iSE. Let us set:

2
D24 20 28
Ty = 2max(— 2 ), Th = 0 (1, Q’; 5)
Cg Cr Cr scfcs
2 T + T
€ —1— Cp Ty 1+ 4>
o, [H2 + 22— 1) ¢
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and let us assume that ¢ > 0 which can be easily satisfied using an a priori estimate
on ¢. Then one has the following estimate:

w-meoes 5[ [ 1[<3—¢0>2 = (Vg st

T 0
s ad
+c J%QQQ / / - qu.ljapldsdt
f az}o

/ )2q.v(s,t)dsdt
Fu
< e B(0)(T + 1)

where ¢; and T}, are large enough constants.

The same result can be obtained for a curved surface I'; but with a restriction on the
curvature.

Remark 6 Becauseq.v < 0 on Iy, thelast term of thefirst inequality can be omitted.

Remark 7 If° isa Soneley wave, then one hasina "close" neighbourhoodof T';:
Z Ag(t)gi (z)
k=100

with the notation (z = (s, &)):

€2
sy o e U TN M e - )

= k(s)
ofcy /\chzt — K? sh(KyH)

_ o sh(Ee(§— H))
= D= mem . )

Then because of the orthogonality of the eigenvectors 7 in the space L?(I';), one
has (observing thaton Iy, ¢.v = constant + O(IRI) where R isthe minimal radius
of curvature of the boundary T'+):

/ /1“ 81/) — ¢t (IVe°])?(s, t)dsdt
1 T
= he Dg/o [(%)Z(t) — CJZ‘/\ZA;%(t)]dt.

Then from the exact expression of the coefficient A given at section (3.3), we deduce
that: (w? < cf/\s)

/ 61/)0 C?(|Vs1/)0|)2]q.1/(5,t)dsdt <0
F1
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From a compilation of the previous results, we deduce the following inequality where
the notations have been defined above:

8d0

ary v

(T-Ty)E(0)¢ <¢ f )2q.vdsdt [38]

2Qf

Theorem 6 Assuming the hypothesis of Theorem 5, and if 41 is contained into I,
for 7" > T}, one has:
E(0) =0.

Because of the final conditions satisfied(ly’, <°), one can prove that

d¢° 920
0 _ 0 _
o (x,T) =0, a1 — (2, 7)=0, 2°(s,T) = 0, a1 —(s,7) = 0.

In other words, the optimal contral, if we can compute it, is such that the control is
exact at time/” for smooth enough initial conditions. Then the result can be extended
to more general initial data (ie. finite energy), by a density argument.

5.3. Determination of an exact control

Let us now consider the system (35) which characterjzésd!), as soon as the
initial conditions are prescribed. Thus we define arbitrary initial conditior@ and
only:

\If = (\Ifo,\Ifl), and D = (DQ,Dl), X = (’l/),d)

and we associate the elemétit , d*) solution of (35) and such that:

ot 1 B ad* B
n —(x,0) = Uy (), d°(s,0) = Dg(s), W(S,O) = Di(s).

Then multiplying the equationgy?, z°) is solution of which, and from several in-
tegrations by parts, taking into account that at timethe functionsy?, z° and their
time derivatives are zero, one deduces that for(@dy, § D) (the solution of (35) ass-
sociated to this initial condition is denoted b/, 6d) and we setd X = (6T, 4 D))

(2, 0) = Wo(a),

VéX e V', AX,6X)=L(6X) [39]
where the bilinear formi (., .) and the linear fornL(.) are defined by:

A(X,6X) :/T/ d' (s, t)dd* (s, t)dsdt,
L(6X) = /gpl(x)é\llo(x) —/ﬂg@o(l‘)5\1f1(l‘)dl‘+/r z1(8)d0 Dy (s)ds [40]

Q

— | zo(s)dDo(s)ds + er wodDy(s)ds — cf/ 200 Wp(s)ds.
1Y Qs Jr, Y1
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The solutionX of this variational equation should be¥n* which is the completed
space o/ x L*(Q2) x H}(I'1) x L*(I'y) with respect to the normy/A (X, X). Itisa
norm under suitable assumptions, because of Theorem 6. But the explicit characteri-
zation of the spac&™* is not easy. In fact, as far as finite dimensional approximations
are considered, the question doesn’t make sense. This is the case for an eigenmode
approximation as we discussed it in the previous sections. But for stability analysis
, itis usefull to have an explicit expression far*. The linear formZ(.) must be in
the dual space of * denotedl’*’. This enables one, from the expression of the lin-
ear formL(.), to characterize the space for the initial conditions which can be exacly
controlled. This problem is not fully solved presently. But there is another possibility
which is more mathematically satisfying. Let us mention a discussion which is similar
to the one given in J.L. Lions [JLL 88]. The goal is to define a strategy (ie. a control
law) which enables to control exactly any initial conditions which is a Stoneley wave
such tha{(zg, 1) € H}(T'1) x L?(I'1). It consists in changing a little bit the optimal
control problem we started from. There are two new points. First of all, the control
variableu is chosen in the spadé; (10, T[; L*(w)). The new cost functior© is now:

J(u) = 1/2{a/3( ) (z, T)da:—i—b/ |Vl (2, T)dx
-I-c/(at)(sTds—l—d/ V2| (s, T)ds [41]

/ / stdsdt—l—e// 3u (s, t)dsdt}
T I'ie

The control is also modified at the right handside of the state equations. The structural
model is changed into the following one:

0%z 0 0%u

o — A = —i—fs‘a—f +u— g on Tix]0, T, = = 0 on L1 x]0, T, [42]

Then we can apply the asymptotic method with respect to the small paramétes

limit control is then defined from the new variational formulation analogous to (39)
but with the new expression of the bilinear forng., .):

T 1 1
A(X,(SX):/ /F {dlédl(s,t)—i—aaitag—j(s,t)}dsdt.

The linear formZ(.) is unchanged. The new point is that one can prove that there
exists a strictly positive constant small enough, such that far large enough, one
can prove using ad’hoc test functions that'if. is an arbitrary neighbourhood of a
part of 9T'; and if (¥!, d') is a Stoneley wave, then for a large enough constant
(see J.L. Lions [JLL 88]):

=Tt < [ | {(W)H(ai)z}(s,t)dsdt

< 65/ / (s,t)dsdt,
Flc
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where F(0) is the energy of the initial Stoneley wave defined at (36). Thus once (39)
is solved with this new expression &f we set formally:

211 1 1
Od 0L Tyert) - %(8,0)50(1?)} [43]

00 _ g4l _
wh=—{d (s 1) ot? ot

It is worth noting that the control law contains impulses and the structural model is
now:
2

ZT;’ — Az = —i—fs‘%—f +u® onTyx]0,7[, 2= 00n dTyx]0, T[.  [44]
Here again the boundary layer which appear on the control at time t=T (and t=0), can
be modelled using smooth functions compared to the Dirac distributions (because for
¢ # 0, one should have:“(s, 0) = (s, T) = 0). But the best strategy is certainly to
keep the optimal control problem (ie #£ 0), for which the controk ¢ is more regular
(C°([0,T]; L*(I'1e))-

Remark 8 It can be proved from quite classical methods in singular perturbation
analysisthat when ¢ — 0 the sequence (<, 2¢, u®) converges to theterm (¢, 2%, u°)
in an ad’ hoc space for the first model (inwhich V' * is not identified but the control law
u® isstablein LZ(]0, T[x'1.) ie. u® — u® inthisspace), and to (¢°, 2%, u°?) in the
second case where V* is known but the open set I';. should be a neighbourhood of
dI'1, and the control isan element of a distribution space with impul ses which are not
very satisfying from the mechanical point of view. Therefore it can also be interesting
to construct a more regular control law (ie. € L?(]0,7T[xI'1.)) using the method
described in J.L. Lions[JLL 88], p.420.

6. Conclusion

Our analysis has been restricted to a very particular fluid-structure modelling for
which the acoustic component is dominant. Our goal was to point out a basic difficulty
which occurs when one tries to take into account the local effect of the coupling at the
interface between the fluid and the flexible structure. Local waves, (which can be
stationnary waves), similar to those described by Stoneley [STO 24] and analyzed
by Cagnard [CAG 62], can be the predominant mechanical phenomenon when the
wave celerity of the structure is smaller than the one in the fluid. This is an important
case in aerodynamical applications. Therefore we have suggested a numerical method
in order to improve the classical strategies based on eigenmode approximations and
which are not very efficient for this problem. Then an optimum control has been
introduced in order to control (exactly) the local behaviour of the coupled model.
Obviously geometrical and mechanical restrictions have been necessary. But once
again the local waves can be at the origin of a veharp" phenomenon (boundary
layers) near the fluid-structure interface. In fact the exact control (HUM method of J.L.
Lions [JLL 88]), that we have suggested is exact but the initial conditions which are
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exactly controlled can only be characterized if the support is a neighbourhood of the
lateral boundary of the structure. A large number of improvements are still necessary.
One of them is the coupling between active and passive controls. Another one is the
modelling of the actuators used. In this case one idea is to use piezo-devices stacked
in several layers and with different voltages and sticked on a plate-like structure in
order to have a bending phenomenon for which the control delay is as small as we
wish because of the infinite wave celerity in such a structure (see [ZUA 87]).
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