
An Asymptotic Numerical Method 
for non-linear transient dynamics 

Bruno Cochelin - Christophe Compain 

Laboratoire de Mecanique et d'Acoustique, UPR CNRS 7051 
Ecole Superieure de Mecanique de Marseille 
1MT-Technopole de Chateau Gombert 
F- 13451 Marseille cedex 20 

cache lin@ imtumn. imt-mrs.fr 

ABSTRACT The main objective of this presentation is to show that a perburbation method can be 
very effective for solving a large class of transient non-linear dynamic problems. We describe 
an algorithm which has three part : apply a perturbation technique to transform a non-linear 
problem into a series of linear ones, use an FEM and a time stepping scheme to solve the linear 
problems, perform the summation of the series to get the solution. Usually, the perturbation 
series has a finite radius of convergence, and the algorithm has to be restarted several times to 
get the solution on the whole time interval. However, as compared to a classical conbination of 
time stepping and Newton-Raphson method, the present algorithm requires much less stiffness 
matrix evaluations and triangulations. The performances of the proposed algorithm will be 
demonstrated with an example. 

RESUME. L'objectifpremier de ce papier est de montrer que les methodes de perturbation peu­
vent erre tres efficaces pour resoudre des problhnes de dynamique transitoire en non-lineaire. 
Nous decrivons un algorithme dont le principe est : appliquer une methode de perturbation 
pour transformer un probleme non lineaire en une succession de problemes lineaires, utiliser 
une methode d'elements finis et un shema d'integration temporelle pour resoudre ces prob­
lemes de dynamique lineaire, proceder a Ia sommation des series pour former les solutions. En 
general, les series ont un rayon de convergence fini et Ia procedure doit erre reappliquee suc­
cessivement pour obtenir Ia solution sur tout l'intervalle de temps. Cependant, comparee a une 
methode d'integration temporelle implicite en non lineaire, cet algorithme reclame nettement 
mains d'evaluations et de decompositions de matrices de rigidite tangente. Les performances 
seront illustrees sur un exemple. 

KEYWORDS: Perturbation methods, Non-linear Algorithm, Structural Dynamics, F.E.M., Series. 
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1. Introduction 

The so-called perturbation methods are well-known techniques for decomposing 
a difficult problem (for instance non-linear) into an infinite series of simpler ones 
(linear). The key point of these methods is to assume a power series expansion of the 
unknown field u = u0 +c:u 1 +c:2u2 +c:3u 3 + ... with respect to a well chosen parameter 
c: that either appears naturally in the problem or that is artificially introduced. If the 
series are truncated at order 2 or 3, they provide only a qualitative solution, but if 
a large number of terms of the series are determinated, a quantitative solution can 
readily be obtained. The main objective of this paper is to show that a perturbation 
technique can be the basis of efficient numerical algorithms for transient non-linear 
elastodynamic problems. 

Perturbation methods [NAY 73, NAY 89] have almost never been used as a mean 
to solve numerically a non linear problem in the field of Computational Mechanics. 
The first attempt to combine a series expansion and a finite element method for non­
linear static structural problems is presented in [THO 68, WAL 69]. However, their 
method was not suited to getting a large number of terms of the series and could hardly 
compete with classical incremental-iterative schemes of the Newton type. This was 
also the conclusion of a review paper on perturbation methods for non-linear mechan­
ics by Gallagher [GAL 75]. It seems that the first reliable algorithm has been proposed 
by Noor and co-workers between 1979 and 1985[NOO 80a, NOO 80b, NOO 85], the 
so-called "reduced basis technique". The idea is to use the first terms of a perturbation 
series as Ritz vectors in a classical Ritz reduction technique. Applications to static 
and dynamic structural mechanics have been proposed. However, the method does 
not take advantage of having an analytical solution, and it suffers from a costly eval­
uation of the reduced problem, as has been reported by Riks [RIK 84] and confirmed 
in [NAJ 98]. 

During the nineties, the use of a perturbation technique as a non-linear solver 
has been revisited in [DAM 90, AZR 93, COC 94c, COC 94b, COC 94a, ZAH 99, 
ELH 98]. These authors have shown that an expansion technique combined with a 
finite element method can be very effective to solve non-linear structural problems, 
even for large complex models with several non-linearities, geometrical, material, 
contact conditions. The key is to be able to compute a large number of terms of 
the series expansions in order to get an accurate analytical solution. Doing so, the 
performances of the so-called Asymptotic Numerical Methods (ANM) appear to be 
greater than those of classical incremental-iterative methods such as the well-known 
Newton Raphson algorithm. See also the works by Dhatt and Ammar [AMM 96] and 
Fafard et al [FAF 97] for linear dynamics. 

In this paper, we describe an ANM algorithm for computing transient solutions 
in non-linear elasto-dynamics. The perturbation method is very similar to those used 
in the field of non-linear vibrations for finding periodic solutions. We refer to the 
books by Nayfeh and Mook [NAY 89] and Szemplinska-Stupnicka [SWE 90] for the 
details on the so-called straighforward expansion, Lindsteht-Poincare methods, aver-
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aging techniques, and for an extensive bibliography on perturbation methods in dy­
namics. 

2. A transient algorithm based on the asymptotic numerical method 

2.1. Elastodynamic governing equations 

We consider an elastic body 0 which is submitted to a prescribed displacement 
ud on 80u, surface forces F on 80F and body forces f. We assume that this body 
undergoes large displacements but small deformations during the motion. Hence, we 
use the framework of geometrical non-linear elasticity with a linear elastic behaviour 
for the material. The motion equations and the constitutive law can be written as: 

{ 
Ina piiJudv +Ina S : JE(u)dv- Pe(Ju) = 0 
S = D: (Et(u) + Ent(u, u)) 

[1] 

where u is the displacement, E the Green-Lagrange strain, S the second Piola-Kirchhoff 
stress, D the elasticity tensor, and Pe(Ju) = IFJudS + IfJudv the virtual work 
performed by the given loads. The Green-Lagrange strain is decomposed into its lin­
ear part Et(u) and its quadratic one Ent(u, u). Its variation is denoted by JE(u) = 
Et(Ju) + 2Ent(u, Ju). 

It is very important to notice that these two equations are only quadratic with 
respect to the variables u and S. In order to apply a perturbation procedure, it is worth 
introducing the new unknown vector 

u = {u,s}t 

and rewriting the equations as 

M(U) + L(U) + Q(U, U) = F [2] 

where L and M are linear operators, and Q a quadratic one. We use the following 
formal notations: 

L(U) = { Ina S : Et(Ju) dv 
S- D: Et(Ju) 

Q(U, U) = { Ina S : ~Ent(u, Ju) dv 
-D. Ent(u, u) 

F={ Ina pfJudv + IenF F.Juds 
0 

[3] 

[4] 

[5] 

[6] 
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With the initial conditions denoted by the subscript '0', the non-linear dynamic 
problem becomes: 

Find U = { u, S}t such that: 

{ 

u = udon8f2u 

M(U) + L(U) + Q(U, U) = F 
u(t = 0) = Uo, u(t = 0) = Vo 

2.2. Perturbation of the equations 

[7] 

In the previous system of equations, there is no small parameter that would be a 
self evident parameter for expanding the unknown vector U. However, a perturba­
tion technique can still be applied provided that an artificial expansion parameter is 
introduced. For instance, in a non-linear problem, it is usual to put an E parameter in 
front of the non-linear term in order to get a new problem which has the following 
properties: forE = 0, it is linear and forE = 1 the original problem is retrieved. By 
applying a perturbation technique to this new problem, ie, by expanding the unknown 
in a power series with respect to E, we are led to solve a series of linear problems 
that are generally simpler than the original one. If the radius of convergence of the 
series is greater than one, the required solution is obtained by summing the series for 
E = 1. Otherwise, a special procedure for summing divergent series should be used, 
or a continuation with respect to E has to be performed. 

In the above problem, the direct introduction of an E parameter in front of the 
non-linear term would not be efficient. First, it would lead to a series of linear dy­
namic problems where the usual small displacement stiffness matrix appears, whereas 
it would be preferable to have the tangent stiffness at u0 = u(t = 0). Also, we would 
have no guarantees about the convergence of the series. Hence, it is more advisable to 
first make the following change of variable : 

U(t) = Uo + U(t) [8] 

in order to separate the linear and non-linear terms with respect to 0, which represents 
the increment of displacement and stress from the initial state at t = 0. In equation 
[8], U0 = {u0,D: (E1(u0) + En1(u0 , u 0))}t. In the following, we forget the hat on 
U to simplify the notations. The problem now becomes: 

with 

{ 

u = udon8f2u 

M(U) + Lt(U~ + 2Q(U, U) = F' 
u(t = 0) = 0, u(t = 0) = vo 

Lt(.) = L(.) + 2Q(., Uo) 

F' = F- L(Uo) - 2Q(Uo, Uo) 

[9] 

[10] 

[II] 
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The new tangent operator Lt(.) is linear with respect to U, and F' is a new load 
vector. We now introduce the artificial perturbation in front of the non-linear term 
Q(U, U) to get: 

{ 

u = udonarlu 
M(U) + Lt(U). + 2t:Q(U, U) = F' 
u(t = 0) = 0, u(t = 0) = vo 

[ 12] 

We assume that the solution can be expanded into a power series with respect to the 
perturbation parameter E. 

00 

""' 1 2 U(t) = ~ U;(t).E'- = u1 + cU2 + E u3 + ... [ 13] 
i=1 

By reporting the series into the problem and equating like powers of E, we get a set of 
linear dynamic problems of the form: 

up= Oonarlu 
M(Up) + Lt(Up) =-I:~:~ Q(Un Up-r) 
Up(t = 0) = 0 'Up(t = 0) = 0 

2.3. Finite element solutions of the linear problems 

[14] 

[ 15] 

[ 16] 

In order to solve the problem [ 16], it is convenient to leave the formal notation 
M(.), L(.), Q(., .) and to come back to an explicit form of each equation. We have: 

{ pii<Sudv + { Et(bu) + 2Ent(uo, Ju)): D: (Et(up) + 2Ent(up, Ju)) dv lno lno 
+2 { (So : Ent(Up, Ju)) dv = lno 

p-1 -t {L(Sr : 2Enl(up-r, Ju) + s;1 
: (Et(bu) + 2Ent(uo, Ju))} dv [17] 

rlo r=1 

for the equation of motion and 

[18] 
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for the constitutive law, with 

p-1 

S~1 = D: L Ent(Ur, llp-r) 

i=l 

Using a classical FEM, the discretized problems are: 

{ 

[M]{ul} + [Kt]{ul} = {F} 
Order 1 {51}= [D][B]{ul} 

{ud = 0,, {ud ={ito} 

[M]{u2} + [Kt]{u2} = -{F21
} 

{52}= [D][B]{u2} + {521
} 

{ u2} = o , { u2} = o 

[M]{iip} + [Kt]{up} = -{F;1
} 

{5p} = [D][B]{up} + {5;1
} 

{Up} = 0 , {Up} = 0 

[19] 

[20] 

[21] 

[22] 

The first equation in [22] contains the classical mass matrix, the tangent stiffness ma­
trix evaluated at the starting point U0 , and a r-h-s force vector which only depends on 
the previous order solutions. The constitutive law (second equation in [22]) includes 
a pre-stress term which also depends only on the previous order solutions. 

2.4. An introductory example 

A duffing oscillator is simulated by using two quadrilateral plane stress elements 
(figure 1). At timet = 0, the two nodes 3 and 4 are subjected to a constant force in 
the x direction. 

y + 
' 
' 

4 

Figure 1. Finite element duffing oscillator 
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The equation of motion of this simple one d.o.f. example is: 

{ 
u+3u+E~U3 =j 
t = 0 , u = 0 and u = 0 

[23] 

For f = 0.1, the problem is poorly non-linear. The solutions of the linear problems at 
order 1, 2 and 3 are reported in figures 2 and 3, showing the appearance of well-known 
secular terms [NAY 89]. By summing ten terms of the series [ 13], we get an accurate 
solution up to t= 15 s. 

0.1 

008 

Figure 2. Order 1. Solution of[20] 
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For f = 0.4, the problem becomes more non-linear. The asymptotic solutions at 
orders 10 and 15 are compared to the exact solution in figure 4. We can see that the 

Oscilateur de duHing- Validation Num0rique 

1.5 

~ 0.5 

-0.5 

·1L------L------~----~------~----~~----~ 
0 6 

Temps (s) 
10 12 

Figure 4. Asymptotic solution at orders 10 and 15 compared to the exact solution 

asymptotic solution (E = 1) converges to the exact one only if time t is lower than 
about three seconds, which is, here, the practical range of validity of the perturbations 
series. 

It is a well-known feature that the convergence is not uniform with respect to time 
[NAY 89] and that the range of validity of the asymptotic solution hardly depends on 
the value of E: it is infinite forE = 0 and it decreases monotonically when E increases. 

2.5. Time resolution 

All the linear dynamic problems [20],[21],[22] are solved using a time stepping 
algorithm. For simplicity, we choose here the classical average acceleration Newmark 
algorithm. It is well known that, with a constant step, only one effective stiffness 
matrix has to be evaluated and triangulated to solve a linear dynamic problem. Here, 
all the linear dynamic systems have the same mass and stiffness matrix, and lead to 
the same effective stiffness matrix. Hence, the computation of the series ( 13) requires 
only one stiffness matrix triangulation and several forward-backward substitutions. 

There are two differents ways of solving the linear systems [20],[21 ],[22]. One can 
first solve [20] on a given time interval, then solve [21] for the same time interval, and 
so on until order p. On the other hand, one can perform a single time step successively 
for [20],[21] and [22] up to a given order p, and go to the next time increment. This 
second way is more convenient since it does not require to give a time interval and it 
permits to efficiently control the convergence as explained below. 
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2.6. Evaluation of the range of validity in time and restart of the algorithm 

In practice, we need to know the range of times for which the perturbation series 
converge. This can be easily achieved by controlling the radius of convergence in E 

after each time increment. This radius of convergence can be evaluated using classical 
estimates [COC 94a] or by controlling the growth of the norm of the residual vector of 
the asymptotic solution. When the radius of convergence is almost reached, the time 
stepping is stopped and the algorithm is restarted at the very beginning, taking the last 
point of solution as a new initial condition. This restart involves a new evaluation and 
triangulation of the effective stiffness matrix. 

3. Example and discussion 

An elastic slender structure (beam like) is meshed with twelve exactely integrated 
Q8 elements for 2D plane stress elasticity (figure 5). It is submitted to a compressive 
axial force which is 1.5 times higher than its buckling load. Hence, the motion of the 
beam consists in large oscillations between its initial straight position and a stable bent 
position. A small disymmetric force is added to force the motion always to the same 
side. 

The first five seconds of motion are computed using a time step of 0.02 second. 
The results obtained with the proposed ANM algorithm are reported in figure 8 and 
9, the ones with a classical combination of Newmark and Newton-Raphson method in 
figures 10, 11 and 12. In both algorithms, the tolerance for the residual vector is set to 
10-3 N (the applied force is about 750 N). 

The different parameters are: 

-mechanical parameters: E = lOOOOOMpa, p = 10-4 Kgjm3 , v = 0.3 
2 E( h3) 

-buckling load: Fb = " 4LP = 514N 

-periods of free vibration: T1 = 0.783s, T2 0.125s, T3 0.045s, T4 
0.023s, T5 = 0.014s 

- time step: b.T = 0.02s 

ra~~--~~~~--~1:-F 
h= IOmm a+---------"----------'----------'---______.l._________.l.___-' 

L=200mm 

Figure 5. Undeformed beam 
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1.5 X 

Buckling Load 

0 

Figure 6. Compressive axial force 

2 

Figure 7. Deformed beam- Magnification=] 

3 4 5 t (s) 

We can see in figure 9 that the norm of the residual vector of the asymptotic so­
lution is between 10-ll and IQ-8 at the beginning of the computation. This means 
that the convergence is very good and a very accurate solution is obtained. Around 
t = 0.8s, a sudden growth of the residual vector occurs, indicating that the radius of 
convergence of the series is to be reached. The program stops the time stepping just 
before the residual tolerance is reached, and restarts the algorithm at t = 0.94s. 
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Large oscillations of a compressed beam -Delta T =0.02 s 
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Figure 8. Displacement of the loaded node - Asymptotic Numerical Method- Order 
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Figure 9. Residual norm -Asymptotic Numerical Method- Order 30 
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Finally, the computation of the solution up to five seconds requires 17 restarts, 
involving 18 effective stiffness matrix evaluations. On average, each effective stiffness 
matrix permits to advance the solution by 14 time steps. The following comments 
should be made : 

-Using a smaller time step would result in exactly the same number of restarts. 
Morover, using another way of solving the linear problems, the modal method for 
instance, would also lead to the same number. The reason is that the radius of conver­
gence of the series does not depend on the way the linear systems are solved. 

- Truncating the series at another order would give exactly the same solution. The 
order of truncature only influences the number of restarts and the CPU time. Indeed, 
with a lower order, the sudden growth of the residual occurs sooner, and the number 
of restarts increases. However, the increase of stiffness matrix to be evaluated and 
triangulated is compensated by the fact that less r-h-s vectors have to be built. The 
optimal order, with respect to CPU time, does depend on the problem size. Practically, 
all the orders between I 0 and 30 are satisfactory. 

Large oscillations of a compressed beam . Delta T =0.02 s 
200 
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50 

E 
" 0 E 
" 0 

"' g. 
i5 

·50 

·100 

·150 

-200 

·250 
0 2 3 4 

Time 

Figure 10. Displacement of the loaded node - Newton Raphson 

Comparing figures 8 and 10, we can see that the two algorithms give, at least 
for the beginning, the same solution. Theoretically, the two methods should give 
rigorously the same solution. This holds because the same Newmark formulae are 
used and the same discrete residual vector is set to zero in both methods. However, the 
residual vector is set to zero only to a finite accuracy, which produces small differences 
between the solution at the beginning, and larger ones after a large number of steps. 
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A typical breakdown of the Newton-Rapshon algorithm occurs around t = 4.8s. 
This we11-known unstable phenomenom has been reported by Simo and Criesfield, 
among others. It can be eliminated by using a suitable energy conserving algorithm 
[SIM 96, KHU 96, CRI 97). The same breakdown also occurs with the ANM solution 
but later for t = 8s. This is probably due to the fact that, for the same tolerance 
residual requirement, the ANM solution has fina11y lower residual vectors. 

Large oscillations of a compressed beam· Delta T =0.02 s 

1e·10 

1e·20 L_ ____ ..L_ ____ _.L_ ____ _,_ ____ -.--JL-___ ___, 

0 2 3 4 
Time 

Figure 11. Residual norm - Newton Raphson 

The number of iterations of the Newton process is presented in figure 12. We can 
see that about 900 iterations are used on the whole time interval, which involves the 
use of 900 stiffness matrix. This is in sharp contrast to the proposed algorithm that 
uses only 18. However, we must say immediately that the Newton process requires 
only 900 r-h-s vectors, whereas the ANM algorithm uses (250 steps * 31 r-h-s vectors 
per step) 7750 r-h-s vectors. 

In summary, the ANM algorithm requires much less stiffness matrix evaluations 
and much more r-h-s vectors. Everything occurs as if the non-linear terms were elim­
inated from the left hand side of the equations and put on the right hand side. Signifi­
cant CPU reductions can be expected for large finite element models, where the CPU 
time for building a r-h-s vector is very sma11 as compared to the time to assemble and 
triangulate a stiffness matrix. 
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Large oscillations at a compressed beam · Delta T =0.02 s 
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Figure 12. Number of iterations- Newton Raphson 

4. Conclusions 

In this paper we describe an asymptotic numerical algorithm to compute transient 
responses in non-linear elastodynamics. The key point of the algorithm is to apply 
a perturbation method in order to replace the non-linear problem by a collection of 
linear ones, that are solved using classical numerical tools. The performance is tested 
on an academic example, showing that, as compared to the classical combination of 
Newton-Raphson and Newmark method, the number of stiffness matrix to be used is 
dramatically decreased. 

Various improvements and extensions are now scheduled: 

- The Newmark algorithm should be replaced by energy conserving algorithms 
[SIM 96, KHU 96, CRI 97] in order to avoid instability of the time stepping; 

- Since the stiffness matrix can be kept for several steps, the opportunity of us­
ing a modal method (discoupled system) for solving the linear problems should be 
investigated; 

- The improvement of the series by using Pade approximants has to be tested in 
depth. It will permit to reduce again the number of stiffness matrix; 

- The perturbation method used is a kind of straightforward expansion. Other 
perturbation techniques, which account for the frequency-amplitude dependance, 
should be tested in order to enlarge the radius of convergence of the series [NAY 89, 
SWE90]; 
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-In this paper, we only have taken into account of geometrical non-linearities. 
The inclusion of physical non-Iinearities and contact conditions, as done in [BRA 97, 
POT 97, ZAH 99, ELH 98], is now scheduled. 

With all these improvements in hand, we will be able to test the performance of 
ANM algorithms for solving complex industrial problems. 
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