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Abstract

Multiphysics topology optimization has applications in computer-aided
design of products, including small-scale fluid power systems where flow
efficiency, thermal management, and weight management matter. While algo-
rithms exist that can optimize a single objective, there are no solutions that
can simultaneously address all three of these factors. This study developed
a multiphysics topology optimization process that uses a thermal-fluid-
structure model to generate high-pressure hydraulic designs where passive
cooling is built into the flow channels. Python was used with Open-Source
Field Operation and Manipulation (OpenFOAM) for geometry creation,
meshing, and finite volume and sensitivity analysis to implement the multi-
objective optimization for small-scale fluid power systems. The process
was performed iteratively to inform the next iteration’s geometry until an
optimized design was reached.

The results show that pressure drop, fluid density, fluid velocity, and
inlet diameter are positively correlated with capillary branching and that
design space and viscosity are negatively correlated with capillary branching.
Enhanced heat transfer came at the cost of pressure drop, where increasing
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the allowable pressure drop by 195% led to an increased temperature drop
of 17%. Expanding the design space had the most significant impact on heat
transfer, where extending the design space width by three times led to a 365%
increase in temperature drop. Incorporating a curved exterior wall in the
design space while holding the area and mesh node count constant led to a 3%
increase in temperature drop while decreasing computational time by 68%.
Lower viscosity of the working fluid leads to increased capillary branching
with minimal impact on temperature drop (0.3%), while incorporating a
temperature-dependent viscosity model led to a more prominent temperature
drop (15%). Future work will expand the topology optimization method to
incorporate structural optimization to handle load-bearing.

Keywords: Continuous adjoint method, hydraulic, multi-objective opti-
mization, OpenFOAM, topology optimization.

1 Introduction

Hydraulics can deliver high force and power through flexible hoses while
maintaining control through fluid incompressibility [1]. While small-scale
hydraulics has applications in areas such as wearable exoskeletons and
mobile robotics, it also introduces challenges with regard to efficiency,
thermal management, and system weight. Thermal-fluid topology optimiza-
tion is ideal for addressing these concerns by creating branched capillaries
with highly efficient flow paths to reduce the temperature of the fluid
and, therefore, minimize risk of injury or discomfort on the wearer of the
exoskeleton [2]. This will also minimize weight because higher fluid flow
efficiency allows for a smaller battery to deliver the same amount of usable
energy.

There are several classifications of optimization; however, the two most
widely used types are shape and topology optimization [2–6]. Shape opti-
mization is ideal for cases where the general shape is fixed, as is the case
for an airfoil where the shape is parameterized into features such as size,
angle, and contour [7]. Parameterization can significantly reduce the design
variables needed to optimize and, therefore, decrease computation time; how-
ever, it is not capable of adding or removing features that were not predefined.
In cases where the optimal shape is unknown, topology optimization is ideal
because every element within the design space can be altered in terms of
the presence or absence of the allowable material(s). Element-wise control
allows design features to be added or removed as needed by the optimization
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process [8]. While topology optimization offers greater freedom of design, it
significantly increases the computational demand from the order of hundreds
of variables or less to thousands or even millions of variables, depending on
the size of the design space. Traditional optimization strategies of adjusting
variables one at a time become impossible to use for topology optimization
with present-day computational capabilities.

The continuous adjoint method makes topology optimization feasible for
large design spaces by reducing the number of iterations required to evaluate
variable sensitivity from potentially millions to only two iterations. The first
iteration solves for the governing equations relevant to the design goals, while
the second iteration solves for the gradient of the governing equations within
the design space. This combination allows the algorithm to map out the
sensitivity of design space and adjust the design such that the optimization
goal is minimized or maximized. Since the sensitivity will change as the
design changes, this process needs to be repeated until the solution converges
on a local optimum.

Optimization has led to significant improvements to designs with single
objectives based on structural mechanics, fluid mechanics, or heat transfer;
however, there has been little work done to couple these areas of physics
[9–11]. Most advances in multiphysics optimization have been within the last
six years, with the earliest work published in 2010 [12].

The work of Yu et al. offers the closest link to the research presented here
with the design of a heat sink; however, the goal of the study involved cooling
the design space rather than cooling the fluid [13]. Their design space and
fluid properties were also fixed, and the inlet temperature was set to absolute
zero. The most fundamental change to the program used was the handling
of the pressure drop. The work of Yu et al. focused on the power dissipation
defined at the inlet and outlet only, whereas the current study defined power
dissipation across the entire geometry, which is the preferred definition used
for continuous adjoint method because it provides more information about
where in the geometry the pressure is being lost and how to adjust the design
accordingly through sensitivity analysis [14]. It is also worth noting that this
study is a steppingstone towards incorporating an algorithm that optimizes
thermal, fluid, and structural considerations with additional processing to
prepare it for manufacturing.

This paper introduces a computational pipeline that incorporates several
applications to achieve multiphysics topology optimization. Then the steps of
the adjoint optimization algorithm are described. Next, the impact of design
space, viscosity, and allowable pressure drop are explored to determine
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their effects on the resulting optimized designs. The conclusions of the
design guidelines are discussed, and the future directions of this research are
addressed.

2 Materials and Methods

2.1 Automated Optimization Pipeline Overview

OpenFOAM Foundation v9 was used as the computational fluid dynamics
(CFD) software to handle solving the governing and adjoint equations. While
OpenFOAM has extensive custom solver capabilities, mesh control and post-
processing capabilities are limited. Therefore, a pipeline was created that uses
Python to connect OpenFOAM to existing specialized software to automate
the optimization process (Figure 1). The specialized software packages for
mesh generation, post-processing, and computer-aided design (CAD) were
Gmsh, ParaView, and Open Cascade, respectively.

2.2 Design Space

The two-dimensional design space constructed and meshed using Gmsh
comprises the inlet and outlet at the left and right extreme of Figure 2,
respectively, and the optimization region between them. The inlet and outlet
have the material within this region fixed as a fluid. The optimization region
is made of a porous material with a pseudo density γ prescribed to transition
between fluid (γ = 1) and solid (γ = 0). Initially, this porous region is set
to a uniform intermediate pseudo density equal to the target fluid volume
percentage of the final design. As the optimization algorithm operates on the
design space, this porous region will asymptotically converge towards fluid
or solid in areas where it is needed as dictated by the design goals.

2.3 Primal Equations

This study explores low Reynolds number cases (Re < 100) where a laminar,
steady-state, incompressible model was chosen. While most material prop-
erties were assumed independent of temperature, the impact of temperature
on viscosity was explored due to the high temperature dependence of the
chosen fluid’s viscosity. Additionally, the effects of viscous dissipation on
heat generation were not considered.

For fluid flow, Navier-Stokes equations were used to derive the domain
conditions with (1) and (2) where u, ρ, p, and µ correspond respectively to
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Figure 1 Pipeline overview diagram.

the fluid’s velocity, density, pressure, and viscosity [14].

0 = ∇ · u (1)

0 = ρ(u · ∇)u−∇ · (µ[∇u+ (∇u)T ]) +∇p− Fb (2)

The body force Fb is prescribed to this fluid by (3) as an artificial friction
force created by the porous media to slow the fluid’s velocity as the media
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Figure 2 Design space dimensions and domain and boundary definitions.

converges on being solid while allowing free flow when the media converges
on being fluid [15].

Fb = −αu (3)

The inverse of the local permeability α controls how much resistance the
fluid will experience based upon the pseudo density by using the Rational
Approximation of Material Properties (RAMP) function [16]

α = αmax
q(1− γ)

q + γ
(4)

where αmax is a relatively large number tuned to prevent flow when the
material is solid (α = αmax). The RAMP shape factor q is used to determine
how quickly α goes from 0 to αmax based upon the pseudo density. In this
study, αmax and q were set to 2.5 × 103 s−1 and 0.005, respectively, based
upon previous work [13]. As the optimization iterations progress, the value
of q increases incrementally until it reaches 0.01, which creates a sharper
transition between solid and fluid.

For conjugate heat transfer, the energy equation provides the domain
conditions for thermal conduction in the solid domain Ωsolid and thermal
convection in the fluid domain Ωfluid with

ρ(u · ∇(Cp · T )) = kf∇2T (5)

0 = ks∇2T +Q (6)

respectively, where T is the temperature, Q is the prescribed heat generation,
Cp is the fluid’s heat capacity, and kf and ks are the fluid and solid thermal
conductivity, respectively [17].

In order to accommodate the porous media, a unified equation was created
to translate between the solid and fluid domain based upon the pseudo
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density. This can be done by implementing the RAMP function into thermal
conductivity and making the thermal transport and heat generation a function
of γ, resulting in

γρ(u · ∇(Cp · T )) = kf−s∇2T + (1− γ)Q (7)

where,

kf−s = ks + (kf − ks)
γ(1 + q)

γ + q
. (8)

At the inlet Γinlet, the temperature and velocity were prescribed, and the
pressure was set as a zero gradient. At the outlet Γoutlet, the outlet pressure
was prescribed by the operating pressure, and the temperature and velocity
conditions were set to zero gradient. All other boundaries of the domain were
treated as a wall Γwall with a no-slip, adiabatic condition and a zero-gradient
pressure.

2.4 Adjoint Equations

The second stage of the thermal-fluid optimization solver involves solving for
the adjoint equations, which are analogous to a gradient of the primal equa-
tions with respect to the variables of interest (i.e., velocity, temperature, and
pressure). The resulting adjoint equations, derived in [13], can be given by

0 = ρ(∇u) · ua − ρ(u · ∇)ua

−∇ · µ(∇ua +∇uT
a ) + αua

+∇pa + ρCpTa∇T

(9)

0 = ∇ · ua (10)

γρCp∇ · (Tau) + kf−s∇2Ta = (1− γ)Q (11)

where ua, Ta, and pa are Lagrange multipliers (commonly known as adjoint
variables) with units that are inverse to the corresponding variables.

Since the adjoint equations need to be solved in the same manner as the
primal equations, boundary conditions also need to be established for the
adjoint variables. While most of the adjoint variable boundary conditions
match the ones prescribed for their counterparts, a few conditions at the inlet
and outlet need to be adjusted. At inlet, Ta = 0 and ua = −u. The boundary
conditions for the outlet need to be solved for each of the adjoint variables
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using

0 = ρCpTau+ k∇Ta (12)

0 = ρ(p+ 0.5u2)n

− ρ(u · n)(ua − u)

+ (−∇pa + µ(∇ua +∇uT
a )) · n (13)

where n corresponds to the surface normal.

2.5 Optimization Goal

The primary goal function Ψ of this optimization is to minimize the average
temperature at the outlet, which can be characterized by

Ψ = Toutlet =

∫
Γout

TdΓ∫
Γout

1dΓ
. (14)

2.6 Sensitivity Analysis

The power dissipation J was set as a constraint with an adjustable target
rather than a goal to be minimized so that the optimal heat dissipation could
be explored as a function of allowable pressure drop. Power dissipation was
chosen as a constraint as opposed to the pressure drop because volume
integrals work better for topology-based adjoint solvers because it allows
for the formulation of a sensitivity as a function of density across the entire
domain Ω.

J =

∫
Ω
αu · u dΩ+

1

Re

∫
Ω
∇u: ∇u dΩ (15)

To minimize the temperature at the outlet, the thermal adjoint equation
given by (11) needs to be differentiated by the pseudo density γ to obtain

ρCp∇ · (Tau) + (kf − ks)
q(1 + q)

(γ + q)2
∇2Ta = −Q. (16)

2.7 Smoothing and Updating Results

To improve the mesh-dependent stability of the solver and smooth the opti-
mized solution, a density filter was implemented based on the Helmholtz
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Partial Differential Equation (PDE) filter [18]

−R2
f∇2γf + γf = γe (17)

where γe is the original pseudo density with the lower bound extended
linearly from 0 to −1, Rf is the prescribed filter radius, and γf is the filtered
pseudo density. The filtered pseudo density is then regularized using the
Heaviside function:

γr =


0, γf < −h

1

2
+

15

16

(γf
h

)
− 5

8

(γf
h

)3
+

3

16

(γf
h

)5
, |γf | ≤ h

1, h < γf

(18)

where h is an adjustable parameter tuned to control the transition bandwidth.
To facilitate the sensitivity analysis, filtering process, and the resulting design
space update, the Method of Moving Asymptotes first proposed by [19]
and linked to OpenFOAM via the Portable, Extensible Toolkit for Scientific
Computation (PETSc) framework written by [20] was used.

2.8 Case Studies

The case studies in this paper explored variations in allowable pressure drop,
design space, and viscosity while holding all other variables constant. The
hydraulic fluid used was ISO Grade 70 mineral oil with an operating pressure
of 6.89 MPa (1 kpsi). The fluid enters the 2-mm diameter (D) inlet at
353.15 K and 0.45 m/s. The solid region is aluminum with a heat sink Q
of 108 W m−2 and a minimum temperature of 293.15 K.

Since the inlet and outlet correspond to a straight pipe, the initial run
through the OpenFOAM incompressible flow solver (simpleFoam) is only
used to determine the reference power dissipation J0 rather than creating a
new design space based upon the optimal flow path. This reference point
of 10−3 m3 s−3 was used to determine the allowable power dissipation for
the case studies as shown in Table 1 in the order they will be presented and
discussed. The case conditions began with a control case with each parameter
(power dissipation, design space width, and kinematic viscosity) set to a mid-
range value that subsequent cases could be referenced from. Cases A through
H generally increase or decrease one parameter by 50% from the control’s
reference point, while the remaining two parameters are unchanged. Cases
A and B represent changes in power dissipation, C through E correspond to
changes in design space, and F through H alter kinematic viscosity.
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Table 1 Case conditions
Power Design Kinematic

Case Dissipation (J0) Space Width (D) Viscosity (µm2 s−1)

Control 10 10 60
A 5 10 60
B 15 10 60
C 10 5 60
D 10 15 60
E 10 4 60
F 10 10 30
G 10 10 90
H 10 10 TD

While the design space length was fixed at 10 D, the design space
width was allowed to vary between 5 and 15 D, with Case E taking the
smallest design space and adding an arc width of 6 D while maintaining
approximately the same overall area as Case C. A structured grid mesh with
a face size of 0.025 mm was applied for all design spaces.

The kinematic viscosity was varied between 30 and 90 µm2 s−1 cor-
responding to the low and high end of the expected range for ISO Grade
70 Mineral Oil with Case H incorporating a temperature dependence for the
viscosity.

3 Results and Discussion

The first case acted as the control from which the following cases would
be compared, where all of the variables were set at the mid-point of their
respective ranges. The region above the symmetry line of Figure 3 represents
how the fluid and solid regions formed within the design space. The largest
channel makes a steep angle with the symmetry line before returning to the
outlet. Smaller capillaries can also be seen connecting to the main channel at
three points and meeting towards the center of the design space.

The region below the symmetry line of Figure 3 shows the thermal
variation across the design space, with the hottest (red) area at the inlet and
along the center of the widest channel of the fluid region. The coldest (blue)
areas of the design space are found in the solid region due to the negative
heat flux prescribed there, with warmer areas located in the regions of high
capillary density. The outlet has a non-uniform temperature gradient resulting
in a temperature drop of 8.4 K (Table 2).
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Figure 3 Optimization results for the control case.

Table 2 Case results summary
Pressure Temperature Computational

Drop (m2 s−2) Drop (K) Iterationsa (−)
Control 22.4 8.4 191
A 11.2 7.6 172
B 32.9 8.9 189
C 22.0 2.2 980
D 24.4 10.4 185
E 19.2 2.3 311
F 19.4 8.5 197
G 21.5 8.5 199
H 22.2 9.7 179
aThe average iteration was 48.6 seconds on a single Intel i7
processor.

3.1 Pressure Drop

As the allowable pressure drop increases, this allows for increased branch-
ing in the flow path, which results in greater heat dissipation for the fluid
(Figure 4) As is shown in Figure 4, Case A, if the allowable pressure drop
is low enough, all capillary features will disappear with the eventual limit of
becoming a straight pipe. In this case, a temperature drop increase of 17%
came at the cost of increasing the pressure drop by 195%.

It should be noted that Cases C through E were set to a constant power
dissipation; however, variations in pressure drop were measured. This can be
attributed to the balance between converging temperature drop and pressure
drop where, depending on the design goal, full convergence for one parameter
may not be achievable. The trade-off between pressure drop and heat dissipa-
tion has consequences for optimized design when thermal maintenance and
fluid power efficiency are critical.
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Case A 

Case B 

Figure 4 Optimization results comparing low pressure drop (Case A) and high pressure drop
(Case B).

3.2 Design Space

The definition of the design space has the most impact on the optimized
results. As shown in Figure 5, Case D, the main channel will always reach
as far as possible toward the boundary of the design space, no matter how
large that space gets. In contrast, Figure 5, Case C, demonstrates that too
small a design space will lead to capillary branching with increased thermal
uniformity. While the smaller design space may be more desirable depending
on design constraints, it comes at the cost of heat dissipation. Expanding the
design space by three times results in an increased temperature drop of 365%,
indicating that the largest allowable design space is desirable for heat transfer.

Another implication of small design spaces is that the computational
time was significantly higher (∼4x) than for all of the other cases explored.
Comparing Figure 5, Cases C to E, the general structure remained similar but
removed the capillary branches that reached the corners of the design space.
The inclusion of a curved domain space led to a modest improvement in heat
transfer of 3% while reducing the computational time by 68%.

3.3 Viscosity

While the impact of temperature-independent viscosity on heat dissipation
was negligible, it provides insights into the shape of the optimized fluid path.



Thermal-fluid Optimization Model of Small-scale Hydraulic Conduits 237

Case D 

Case E 

Case C 

Figure 5 Optimization results for varying domain size and shape with a domain width at
50% of the control (Case C) and 150% of the control (Case D) as well as incorporating an arc
with the same area as the top design (Case E).

In Figure 6, Case F, the low viscosity allows for more branching and creates
a more jagged design than is seen in Figure 6, Case G. These features are
combined when the viscosity is allowed to vary with temperature. In Figure 6,
Case H, the dispersion angle is more significant as is seen with low viscosi-
ties; however, as the fluid is allowed to cool, the branching becomes smoother
and evenly spaced. The result of incorporating temperature-dependent vis-
cosity is an increase in temperature drop of 15%, which highlights the
importance of performing optimization with temperature-dependent mate-
rial properties. While this section discusses the impacts of viscosity, the
non-dimensional behavior of fluid through the Reynolds number allows the
inverse guidelines to be made about density, velocity, and inlet diameter,
where increasing any of these will lead to a higher Reynolds number and,
therefore, more jagged branching as seen in Figure 6, Case F.
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Case F 

Case G 

Case H 

Figure 6 Optimization results for varying viscosity with low viscosity (Case F), high
viscosity (Case G), and temperature-dependent viscosity (Case H).

4 Conclusion

The authors introduced a thermal-fluid optimization algorithm to explore the
implications of pressure drop, design space, and viscosity. This study shows
that increasing pressure drop, fluid density, fluid velocity, and inlet diameter
or reducing design space and viscosity led to increased capillary branching
with more extreme and jagged flow paths. Increasing heat transfer signif-
icantly increases the pressure drop. Design space had the most significant
impact on heat dissipation, where tripling the design space resulted in a 395%
increase in temperature drop. Curving the design space led to a computa-
tional reduction of 68% with modestly enhanced heat transfer. Incorporating
temperature-dependent viscosity led to a 15% increase in temperature drop.
Future work will expand the capabilities of the program by incorporating a
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structural optimization component for load-bearing scenarios and prepare the
optimized design for different manufacturing scenarios, including additive
manufacturing and traditional methods of manufacturing.
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