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Abstract 

This paper describes the use of a numerical procedure developed by the authors for the analysis and optimization of 

hydraulic components. The element taken as reference is a two-way priority spool valve, typically utilized in steering 

systems with a load sensing control strategy in the presence of other actuators. The valve’s purpose is to control the 

primary port flow rate, the exceeding flow being discharged to the secondary output port.  

The optimization algorithm is based on Response Surface Methodology techniques, adopting the path search method 

known as Steepest Descent. For this purpose, the component’s behaviour is analytically described by means of a prop-

erly defined objective function. The procedure approximates this objective function with a simple model whose coeffi-

cients are evaluated using an AMESim® model of the valve, previously verified using test results. The simulations re-

quired to find the fitting model are planned using Design Of Experiments (DOE) methods. 

Because of the large number of factors characterizing valve design a preliminary analysis (screening) based on DOE 

algorithms was performed in order to identify the parameters which significantly influence valve behaviour. This allows 

the important factors to be considered for the optimization phase. 

The entire numerical procedure was implemented through MATLAB® scripts which automatically execute the 

AMESIM® simulations to perform the screening analysis or optimization. 

Considering a configuration pertinent to a stock version of the valve as starting point of the procedure, the paper 

proposes an optimal configuration. Experimental investigations performed on a prototype reveal the improved perform-

ance achieved with the proposed design in comparison with the behaviour observed in different stock versions of the 

valve, highlighting the potential of the optimization procedure developed. 

Moreover, the results presented in the paper illustrate how the procedure can also be utilized to perform other analy-

ses of component behaviour, for example, proving, useful guidelines for the definition of dimensional tolerances. 
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1 Introduction 

Despite existing literature on the topic of design and 

optimization methods in engineering, an engineer often 

relies on judgement, experience, heuristics, intuition 

and analogy to solve a design problem, rather than on 

the specific knowledge of a suitable procedure. 

Taking advantage of experiments and especially of 

the latest simulation techniques, many configurations 

of a component can be analysed in a short time, so that 

an expert designer can give a preliminary new design 

using their theoretical and industrial know-how ac-

quired through previous experience. 
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Nevertheless, the number of parameters to be con-

sidered in order to define an optimal design is often too 

high for an exhaustive parametric analysis to be done 

by means of simple intuition (based on the results pro-

vided by good predictive models or a limited number of 

experiments). Consequently, in many cases only a 

limited number of factors, chosen by intuition and not 

in accordance with a specific criterion, are taken into 

account, while the others are kept to fixed values 

(based on existing configurations). With these assump-

tions, the designer is often tempted to follow a sort of 

“best guess approach”: when a promising configuration 

does not attain the desired results, another “guess” must 

be made by varying the combination of the factors’ 
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levels. This approach often works reasonably well if 

the designer has a great deal of technical or theoretical 

knowledge of the system they are studying, as well as 

considerable practical experience. Regardless, this 

optimization method cannot guarantee success: in fact, 

supposing the initial guess produces an acceptable 

result, the designer is tempted to stop and neglect new 

configurations although there is no guarantee that the 

best solution has been reached. 

 

Fig. 1: The valve and its equivalent ISO scheme (Casappa 

PLP20). Particular of the 80L stock spool 

The hydraulic component taken as reference in the 

present study, namely a load sensing flow divider valve 

(Fig. 1), gives an example of the concepts mentioned 

above. Experiments carried out on different stock ver-

sions of the valve point out possibilities for improve-

ments in their design. However, although a simulation 

model of the valve, described in (Casoli et al., 2003; 

Berta et al., 2003), is available and can be utilized instead 

of real experiments, the optimization task is difficult and 

not intuitive. This is due to the great number of design 

parameters and the effects of their reciprocal interactions 

on the component’s behaviour. 

The case of the valve considered in this work shows 

what frequently happens in small fluid power industries – 

even if they are equipped with up-to-date machinery or 

numerical simulation tools – during the development of 

new components. From this point of view a crucial role is 

played by good knowledge of the optimization tech-

niques and, above all, by effective utilization of R&D 

facilities (i.e. simulation tools, test benches) available 

towards the optimization of the component’s design.  

Literature describes many mathematical methods 

suitable for design optimization, although in the fluid 

power field the adoption of sophisticated optimization 

techniques remains uncommon. Few works demonstrate 

the efficacy of different optimization methodologies 

utilized for hydraulic components: Papadopoulos et al., 

(2004) employed a sequential quadratic method as an 

algorithm for the selection of an optimal hydraulic com-

ponent; Dahlén et al., (2003) used the method of moving 

asymptotes to optimize a distributor valve; in Wiens et 

al., (2005) a genetic algorithm was utilized to develop a 

new variable ratio flow divider valve.  

Unfortunately, methods used for optimization (like 

the ones utilized in the works mentioned) refer to well-

posed design problems, where the inputs and constraints 

are completely and unequivocally specified, and the 

objective is exactly quantified in terms of proper objec-

tive function(s), which must be minimized (or maxi-

mized) by the optimization algorithm. However – as 

happens in this work – the real problems are seldom 

textbook problems: goals are usually vague, data are 

incomplete and often expressed in a qualitative rather 

than quantitative fashion, and constraints are weak.  

All the aspects mentioned have limited the use of 

numerical algorithms for optimization in fluid power 

industries. In addition, the mathematical procedures for 

optimization are suitable for a limited number of parame-

ters, while for hydraulic elements the number of vari-

ables is often high. Therefore, in order to obtain an effi-

cient optimization process, the number of initial input 

factors must be limited to the most influential factors 

only. This step, also known as variable selection, has a 

strong influence on the optimization procedure, and – for 

this purpose – any degree of subjectivity must be 

avoided.  

Following this idea, the authors have developed a 

numerical procedure based on Design Of Experiments 

(DOE) and Response Surface Methodology (RSM) for 

the analysis and the optimization of a wide variety of 

components. Despite the generality of the procedure, the 

present work describes its application for the analysis 

and optimization of the hydraulic valve shown in Fig. 1. 

Contrary to many fields of engineering where DOE- and 

RSM-based analyses are widely adopted, in hydraulics 

the literature contains only few examples –one of which 

is described by Vesely (2003) – and only the latest re-

leases of some simulation tools typically used for the 

analysis of hydraulic systems and components allow for 

very simple DOE analyses. Through MATLAB® scripts 

developed for this purpose, the RSM procedure utilized 

in this work allows for the analysis and optimization of 

the valve, executing simulations with an AMESim® 

model of the valve. The procedure analyzes and proposes 

a new design of the valve on the basis of two different 

Objective Functions (OFs), representative of the compo-

nent’s behaviour. For a proper definition of the OFs the 

study takes advantage of what is discussed in (Vacca, 

2006), where a similar MATLAB® procedure was used 

for a complete screening analysis of the same valve, for 

one of the two OFs considered in the present work. Ac-

counting for the requirements that characterize the valve 

design, the present study considers the multi-objective 

optimization problem of realizing the best compromise 

for both of the defined OFs. For this purpose, a screening 

analysis has been made to find the main parameters that 

have a major influence on the OFs’ values. On the basis 

of the screening results, the numerical optimization pro-

cedure has then been used to formulate an optimal design 

of the valve.  

Once an optimal configuration has been found, the 

present work shows how the methodology adopted can 

provide many useful guidelines for geometrical toler-

ances. 

The last part of the paper focuses on the experimental 

verification of the design proposed: a prototype of the 

optimal valve has been realized and tested, and its per-

formance has been compared with the one pertinent to 

the stock versions of the valve. 
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2 Optimization using DOE and RSM 

One (or more) objective function(s) is (are) defined 

as a function of (all) the significant performance pa-

rameters of the component. The optimization consists 

in finding the proper extremes of the OF, under the 

applicable set of constraints.  

Many analytical methods are available for design 

optimization when an analytical model for the system 

can be defined, in terms of relationship between per-

formance parameters (OFs) and system factors. De-

tailed descriptions concerning several methods can be 

found, for example, in Eschenauer et al., (1990). Obvi-

ously, describing the real system with mathematics is 

not an easy task, and is often accompanied by simplify-

ing assumptions, introducing inaccuracies. Moreover, 

in many problems, once the goals of the design task are 

assigned, it is very hard to reach a mathematical formu-

lation of the OFs, because of the large number of fac-

tors or the incomplete understanding of all the phenom-

ena related to the system’s behaviour. For these cases, 

many kinds of strategies have been developed to solve 

the optimization problem. As described by Frangopou-

los (2003), the optimization algorithms can generally 

be classified into two subcategories: evolutionary algo-

rithms and algorithms derived from the combinatorial 

optimization branches. The latter include many heuris-

tic search methods. 

The experimenter may also encounter situations in 

which the full analytical model would not be appropriate. 

Then variable selection or model-building techniques 

may be used to identify the best subset of regressors to 

include in a regression model. Identifying and fitting an 

appropriate response surface model from experimental 

data requires some use of statistical experimental design 

fundamentals, regression modelling techniques, and 

optimization methods. All three of these topics are usu-

ally combined into Response Surface Methodology 

(RSM), a collection of statistical and mathematical tech-

niques useful for developing, improving, and optimizing 

processes. The method introduced originally by Box and 

Wilson (1951) was conceived as an important branch of 

experimental design with the main idea to use a sequen-

tial experimental procedure to obtain an optimal re-

sponse. As described in (Myers, 1999; Myers et al., 

2002), RSM was also applied to both random and deter-

ministic simulation models, assuming that both the real 

and the simulated system can be treated as a black box. 

RSM aims to define empirical statistical models in order 

to develop an appropriate approximating relationship 

between the yield and the process variables. Most appli-

cations of RSM, like the one considered in this study, are 

sequential. 

Phase 0: ideas are generated concerning which fac-

tors or variables are likely to be important in the re-

sponse surface study. It is usually called the screening 

phase. The objective of factor screening is to reduce the 

list of candidate variables to a relatively few so that 

subsequent experiments – or simulations - will be more 

efficient and require fewer runs or tests. 

Phase 1: The designer’s objective is to determine if 

the current settings of the independent variables result 

in a value of the response that is near the optimum. If 

the current settings or levels of the independent vari-

ables are not consistent with optimum performance, 

then a set of adjustments to the process variables must 

be determined to move the process toward the opti-

mum. Many techniques, known as patterns search 

methods, have been developed to perform this optimi-

zation phase of RSM. As highlighted by Montgomery 

(1997), the most adopted of these latter methods is the 

method of Steepest Ascent (Descent). 

Phase 2: This phase begins when the process is 

near the optimum (end of Phase 1). At this point the 

designer usually wants a more complex model than the 

one used in Phase 1, which will accurately approximate 

the true response function within a relatively small 

region around the optimum. Once an appropriate ap-

proximating model has been obtained, this model may 

be analyzed to determine the optimum conditions for 

the process. 

The methods and techniques suitable for each phase 

of RSM are included in a branch usually called Design 

of Experiments (DOE). DOE was initially conceived 

for experiment conducting and planning, and provides a 

collection of stochastic techniques mainly built on the 

foundations of the analysis of variance (ANOVA). 

DOE was first introduced in the early 1920s by Sir R. 

Fisher (1935), but the design principles that he devel-

oped have been successfully adapted to industrial and 

military applications since the late 1940s thanks to the 

efforts of G. Taguchi, who made this experimental 

technique more user-friendly, as described by Ranjit 

(2001). Today literature indicates DOE as one of the 

most effective quality building tools used by engineers 

in all types of manufacturing activities. 

DOE is an important formal method of maximizing 

information (in terms of dependence of the system’s 

response on the input factors) gained while minimizing 

the required resources. Neglecting the techniques typi-

cal for experimental design (i.e. blocking, randomiza-

tion, replication), DOE provides the best set of system 

configurations (usually called design) to perform the 

three phases of RSM. In particular, DOE proposes 

factorial strategies for the screening phase as the cor-

rect approach to deal with several factors, allowing the 

interactions between factors to be easily detected. DOE 

efficient designs are based on a fractional factorial plan, 

which allows an experiment (or observation) to be 

conducted with only a fraction of all the possible ex-

perimental combinations of parameter values. A de-

tailed description of how fractional factorial designs are 

constructed is beyond the scope of this paper. However, 

it is important to mention the primary concept given by 

the resolution. Using fractional design some factors are 

generated from the interactions of a low order full fac-

torial design. As a result, the design does not give a full 

resolution; this means there are certain interaction ef-

fects that are identical to other effects. Detailed ac-

counts can be found in the literature mentioned and in 

(Antony, 2003). 

Data provided from the ANOVA analyses of frac-

tional two-level factorial designs are sufficient to de-

termine which explanatory variables have an impact on 
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the response variable(s) of interest. On the other hand, 

concerning the RSM phases after screening, more com-

plicated DOE designs (such as three-level factorial 

designs, central composite designs, etc.) are often used 

to define second (or higher)-degree polynomial models. 

In the approach adopted in the present work the 

DOE analysis is based on a numerical model instead of 

real experiments. This implies the use of the simulation 

model outside the range of its verification on the basis 

of experimental data. Therefore, a further verification 

of the final results of the procedure (optimum point) is 

inevitable. In spite of this disadvantage, the numerical 

procedure guarantees a great sensitivity of the results 

on the value of each input parameter. The latter aspect 

is an important advantage for DOE analyses based on 

simulation results, often difficult to achieve when the 

DOE analysis utilizes experimental data, because of the 

instrumental errors, uncertainties and other measure-

ment errors. 

 

Fig. 2: Typical application of the valve 

3 Valve Description and Requirements  

The component considered for the RSM analysis in 

this work is a particular flow divider valve, namely a 

two-way, load-sensing, flow-divider spool valve. The 

typical application of this component is in circuits 

where a single pump feeds the steering system, with a 

load sensing control strategy, and other actuators. As 

described by Nervegna (2003), a common use of the 

valve is represented in the hydraulic system of fork lift 

trucks. 

As reported in Fig. 1, the valve splits the inlet flow 

between two outputs, named CF (controlled flow) and 

EF (exceeding flow). Fig. 1 reports Casappa’s inte-

grated solution, in which the valve casing is also the 

cover of the pump (a gear pump) connected to the inlet 

port. 

With some simplifying assumptions (for further de-

tails, see the appendix), the spool equilibrium in steady 

state conditions gives the relationship between the 

pressures at CF and LS (load sensing) ports: 

 

4

S3m

w CF LS

s S1

1
dF

p p p
d

⎡ ⎤⎛ ⎞
⎢ ⎥Δ = − = ⋅ + ⎜ ⎟

Ω ⎢ ⎥⎝ ⎠⎣ ⎦

 (1) 

In typical operating conditions, the spool position is 

confined within a small range, so that the value of Fm, 

and therefore of Δpw, is approximately constant. The 

insensitivity of the Δpw value is an important require-

ment because it permits an easy control of the flow rate 

through port CF by means of an orifice, Sp (representa-

tive of a working steering system), located between 

output port CF and input signal port LS, as shown in 

Fig. 2. In fact, as a consequence of Eq. 1 the value of 

the flow rate through CF is a function only of the ori-

fice area. Equation 1 also emphasises the effect of ori-

fices S1 (located on the hydraulic signal port LS) and 

S3 (located on the inner cavity of the spool) on the 

value of Δpw. 

Experimental results show that the valve’s Δpw dur-

ing its functioning is significantly influenced by the 

value of the flow rate on the input port and on other 

parameters not accounted for in Eq. 1. This is due to the 

significant effects neglected by Eq. 1, in particular the 

fluid dynamics effects, as thoroughly discussed in 

(Casoli et al., 2003; Berta et al., 2003). 

Another important prerequisite characterizing the 

design is given by the losses that affect the flow di-

verted to the exceeding port, which are to be limited as 

much as possible. The latter necessity acquires primary 

importance, being QEF >> QCF , in the most typical op-

erating conditions of the valve.  

4 The Numerical Model of the Valve 

The valve’s actual behaviour as a function of its op-

erating conditions, strongly related to the valve’s de-

sign parameters, can be predicted with a numerical 

lumped parameter model presented in Casoli et al. 

(2003) and Berta et al. (2003). The model is based on a 

sub-division of the valve in a number of control vol-

umes connected by fixed or variable orifices. The flow 

through the control volumes is described with Bernoulli 

and mass conservation equations. Moreover, the model 

carefully evaluates: 

• the flow forces acting on the spool, with a simple 

formulation of the momentum equation for both 

steady and unsteady conditions; 

• the flow areas of the connection between the valve 

inlet port and the output ports, accounting for the 

peculiar geometry of spool and casing (Fig. 1); 

• the leakages between spool and valve casing; 

• the influence of the spool position on the force 

generated by the spring; 

• the friction forces, considering the effect of static, 

dynamic and viscous frictions, including the 

Stribeck effect with the Karnopp model (Karnopp, 

1985). 

The simulation code was developed in the AME-

Sim® environment (Fig. 3 displays its representative 

sketch), developing C++ submodels in order to better 
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consider the effects mentioned, as described in detail in 

(Casoli et al., 2003). The model is easy to use and per-

mits fast simulations of the valve in generic hydraulic 

circuits thanks to AMESim® facilities. 

 

Fig. 3: Sketch of the AMESim model of the valve 

 

a) 

 

b) 

Fig. 4: Experimental data and simulated results for a work-

ing condition (a) and a stand-by condition (b) 

A model verification was performed by comparing 

its results with some experimental data, accounting for 

the two typical working conditions: 

• stand-by, when the flow rate on the CF port is null 

and all the inlet flow is diverted to the EF port (this 

condition is representative of a non-working steer-

ing system connected to CF); 

• working, when the valve splits the inlet flow be-

tween the two output ports, satisfying Eq. 1. 

Experimental data were collected from a test cam-

paign performed at the manufacturer’s laboratory on 

several versions of the Casappa PLP20 valve (Fig. 1). 

Many details concerning the test rig are reported in 

(Casoli et al., 2003; Berta et al., 2003), and a wide 

discussion on the comparison between experimental 

data and simulation results is provided. For the sake of 

brevity, only two significant diagrams are reported here 

to highlight the potential of the model in Fig. 3: Fig. 4a 

refers to a working condition, Fig. 4b to a stand-by one. 

 

a) 

 

b) 

Fig. 5: Simulated results: a) controlled flow on port CF 

(working condition) b) pressure drop between IN 

and EF ports (for a stand-by condition) 

Both diagrams in Fig. 4 highlight the actual behav-

iour of the valve in steady state conditions, evidenced 

by the dependence of Δpw on the value of the inlet flow 

rate. This involves an analogous dependence of the 

resulting QCF (assuming a fixed orifice downstream the 

CF port Sp, in Fig. 2). 

5 Objective Functions and Parameters 

Considered in the Analysis 

The valve taken as reference supplies the two out-

put ports (CF and EF) with two different requirements: 

• constant value Δpw; this allows for good control of 

the port CF flow rate by means of the orifice Sp 

(Fig. 2), 

• minimum losses Δpc for the flow through the sec-

ondary port (EF). 

As typically happens for spool valves, different 

stock versions are produced using the same casing and 

varying the spool’s design on the basis of the operating 

conditions faced by the valve. Figure 5 shows the per-

formance of the CASAPPA PLP20 stock valves (as-

suming the same configuration of orifices, spring and 
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casing). Although each spool was conceived for a defi-

nite range of flow rates for the valve considered here, 

the two figures highlight the necessity for optimization: 

the courses displayed in Fig. 5, obtained by the spool 

suggested for the lowest inlet flow rates (40L), are 

worse than the one achieved with the spool designed 

for the medium flow rates (80L). Similar considerations 

can be made observing the plots realized by the 120L 

spool. 

Table 1: Factors considered in the analysis 

 
 

 

Fig. 6: Spool geometrical parameters of Table 1 

A proper RMS - DOE analysis of the valve requires a 

suitable description of its performance by means of ana-

lytical equations. This can be achieved through the defini-

tion of two OFs that are null for the ideal case and should 

be minimized for the sake of realizing the optimal design: 

function Φ1 represents the average pressure drop suf-

fered by the flow deviated to the secondary output port, 

EF, within the considered inlet flow rate range: 

 
( )

IN,max

IN,min

1 c IN

ref IN,max IN,min

1 1
Q

Q

p dQ
p Q Q

Φ = ⋅ Δ ⋅
−

∫  (2) 

function Φ2 represents the influence of the input flow 

rate on the working pressure Δp
w
. Assuming a fixed 

orifice Sp, between the ports CF and LS (Fig. 2), the 

changes of the Δp
w
 value cause variations in the flow 

through primary output port CF: 

 
( )

IN,max

IN,min

ref w

2 IN

ref ININ,max IN,min

1
Q

Q

Q p
dQ

p QQ Q

∂Δ
Φ = ⋅ ⋅

∂−
∫  (3) 

In Eq. 2 and 3 the first factor makes both Φ1 and Φ2 

dimensionless functions. The analysis and the optimi-

zation performed in this work refer to steady working 

conditions, therefore all evaluations of functions Φ1 

and Φ2 ignore transients. 

The design parameters considered for the analysis 

are listed in Table 1 (some of these are displayed in 

Fig. 6). Parameters of the casing - which is the most 

expensive part of the valve – are not included in this 

analysis, as the goal is represented by the definition of 

the optimal design of valve spool, combined with the 

best choice of the orifices and the spring parameters. 

Table 2: Operating conditions considered for the 

screening analysis 

 
 

6 Screening Analysis of the Valve 

The first goal of this study is the screening analysis, 

namely the identification of the parameters in Table 1 that 

have a significant influence on the valve’s behaviour, 

according to Eq. 2 and 3. As its first step, screening analy-

sis requires the definition of the region of interest for the 

parameters. Considering a two-level factorial design suit-

able for screening analysis, the region is completely de-

fined by the upper and the lower levels of the design 

parameters (Table 1). Thus, the set of configurations taken 

into account in the analysis represents all the possible 

combinations of the levels specified in Table 1. Hence, 

particular attention must be given to the choice of values 

in order to steer clear of impossible configurations1 and 

avoid the generation of valves that cannot work as re-

quired by the ISO scheme in Fig. 1. For this purpose, each 

configuration considered has been checked utilizing a 

parametric CAD 3D model of the valve. 

A complete screening analysis must also deal with the 

different possible working conditions faced by the valve. 

This particular kind of priority valve is utilized for both 

small-size or high-size steering systems (implying differ-

ent values of QCF); moreover the inlet flow – and conse-

quently the flow at the exceeding port – can vary (to val-

ues greater than 100 l/min), according to the requirements 

of the auxiliary circuit connected to the EF port. For these 

reasons, six different conditions (listed in Table 2), repre-

sentative of the possible operating conditions of the valve, 

have been considered for the screening analysis. 

As reported in Table 2, different values have been as-

sumed for QCF: 0 l/min is representative of a stand-by 

condition, while 5 l/min and 30 l/min pertain to two dif-

ferent working conditions. For each operating condition in 

                                                     

1 Impossible configurations stem from non-feasible dimensioning of 

valve drawings, but also derive from the requirements of the ma-

chining tools utilized during the manufacturing process. For this 

purpose, the authors have adopted indications provided by Casappa 

S.p.A.  
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Table 2, two separate analyses (varying the QIN range) 

have been carried out for the sake of better describing the 

effects of valve saturation. As shown in Fig. 7, saturation 

conditions are reached when the flow at the inlet port QIN 

exceeds the request at the priority port, QCF. Hence, con-

sidering separate screening analyses for different ranges 

of QIN, it is possible to estimate the influence of the fac-

tors in Table 1 as a function of the inlet flow rate. 

On the basis of the design parameters of Table 1, a 

two-level full factorial analysis would require the evalua-

tion of the OFs for 216 configurations (the experimental 

plan, or design), for every condition in Table 2. A signifi-

cant reduction in the number of configurations has been 

achieved considering a 216-11IV fractional factorial design, 

in accordance with the standard nomenclature used by 

most DOE textbooks, which contains only a fraction of 

the configurations included in the full factorial design. 

This assumption implies aliasing effects (parameters and 

interactions between them whose effect is confused with 

interactions of higher order). However, for fluid power 

elements it is suitable to study only the main effects of 

each variable on the two-factor interactions, while three-

factor and higher-order interactions are rarely important 

and difficult to understand. The choice of the proper de-

fining relation (in terms of generators of the fractional 

design) is a fundamental aspect concerning the resolution 

of the design, and consequently, determines which pa-

rameters and interactions can be confused (Box et al., 

1987; Montgomery, 1997). The particular four-resolution 

design adopted for the analysis performed in this work is 

reported in Table 3. The defining relations are summa-

rized in Table 4. As pointed out in Table 4 and similar to 

the analysis made in (Vacca, 2006), no main effects are 

confused with each other or with any two-factor interac-

tion; but several two-factor interactions are aliased, and 

there are main effects aliased with three (or more)-factor 

interactions.  

For each configuration of the valve, effects are com-

puted adopting the Yates algorithm, as reported in (Box et 

al., 1987; Montgomery, 1997). Screening results can then 

be graphically represented. Typical plots used in the DOE 

ambit are the diagnostic plots of residuals, square and 

cube plots, surface and contour plots, normal probability 

plots of effects and Pareto charts of effects. These two 

latter plots are widely used – and probably the most effec-

tive – for communicating screening results. In particular, 

normal probability plots represent the effect estimates 

(rank ordered) related to each of the factors (and of the 

main interactions), against the normal probability; negli-

gible effects are normally distributed and will tend to fall 

along a straight line (representative of a normal distribu-

tion), whereas significant effects will have nonzero means 

and will not lie along the straight line. In the Pareto charts 

the ANOVA effect estimates are sorted from the largest 

absolute value to the smallest absolute value. 

 

Table 3: The 32 configurations of the 216-11 design considered for the valve screening (for dimensions see Table 1). 

Factors from A to E are chosen as generators of the design 
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Table 4: Defining relations of the adopted design and 

three-factor interactions confused with main 

effects  

 

 
 

Screening analysis, as well as the following optimi-

zation process, has been performed by MATLAB® 

scripts developed by the authors. The tasks of the com-

puter-based procedure can be summarized as follows: 

• Definition of the best experimental plan: data re-

ported in Table 3 are an example of possible re-

sults of the developed tool. The procedure searches 

for the experimental plan that realizes the best 

compromise between the minimum number of con-

figurations and maximum design resolution ac-

cording to the common DOE fractional techniques. 

• Execution of the simulations, using the AMESim® 

model previously described. The values of the two 

OFs (Φ1 and Φ2) are evaluated through simulations 

controlled by MATLAB® scripts; 

• Data post processing (ANOVA analysis) and 

graphical representations (Pareto histograms and 

normal probability plots) of results. 

 

Fig. 7: Valve saturation for a working condition 

Screening results refer to the operating conditions in 

Table 2. With configurations 1 and 2, only function Φ1 

has been evaluated (function Φ2 is irrelevant, for stand-

by conditions, being QCF null); while both functions Φ1 

and Φ2 have been considered for the remaining work-

ing conditions in Table 2. Figures 8a and 8b show the 

results for function Φ1 evaluated for conditions 1 and 2 

in Table 2; in these figures normal probability plots 

highlight the most significant parameters that character-

ize the value of Δpc in the cases considered. Orifices S1 

and S3 and the parameters of the EF grooves (H, N, E) 

appear as the most significant parameters in both condi-

tions examined. Hence, for the stand-by condition, it is 

possible to deduce the absence of a relevant influence 

of the input flow rate range on the predictors’ domi-

nance classification. 

 

 

Fig. 8: Normal probability plot for conditions 1 (a) and 2 

(b) of Table 2, for objective function Φ1 

 

Fig. 9: Normal probability plot for condition 6 (Table 2) 

for objective function Φ1 

An analogous consideration can be made about Φ1 

for the working conditions considered in Table 2; al-

though, as shown in Fig. 9 through a Pareto chart, there 

are differences in the weights of the most relevant pa-

rameters: factors A and B acquire lower importance 

compared to the stand-by conditions. In Fig. 9 a differ-

ent colour is used to represent a negative – or positive – 

influence on the OF (light bars are used for factors for 

which an increase in value causes an augmentation of 

Φ, dark bars for other factors).  
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With the objective function Φ2 the results obtained in 

this analysis differ from those reported in (Vacca, 2006). 

These discrepancies can be explained by slight differ-

ences in the definition of the spool factors considered for 

the screening (Fig. 6), and above all by the different 

ranges of values assigned to each parameter that implic-

itly defines the region of interest. As mentioned in 

(Vacca, 2006) these aspects have a strong influence on 

the screening results. In particular, compared to results 

discussed in (Vacca, 2006), effects of saturation on func-

tion Φ2 acquire lower importance. For brevity, Fig. 10a 

and 10b show the results obtained for the two different 

working conditions in Table 2. Both figures (especially 

Fig. 10b) confirm the validity of the basic model of the 

valve (expressed by Eq. 1) identifying the importance of 

parameters A, B and H. However, as emerges from Fig. 

10a, other parameters, in particular those related to the 

shape of the spool grooves, play a significant role on the 

value of function Φ2. 

 

Fig. 10: Normal probability plot of conditions 4 (a) and 6 

(b) of Table 2 for objective function Φ2 

7 Valve Optimization 

Although the screening analysis points out the most 

significant parameters describing valve behaviour, an 

optimization of the valve’s design cannot be performed 

on the basis of screening results only. This is due to the 

large influence displayed by the amplitude of the region 

of interest of the factors considered (Table 2). Moreover, 

an easy optimization based on screening results can be 

performed whenever few factors acquire significant 

importance on the OFs, but – as evident for the case 

displayed in Fig. 10a – for the component considered in 

this study there are cases in which many parameters have 

similar weight. Therefore, the optimization of valve 

design requires a suitable technique; the RSM-Steepest 

Descent method has been chosen in this work. In detail, 

this approach aims to find the minimum of a given objec-

tive function reproducing its shape iteratively by means 

of continuous changes in settings of the fitting equations 

used by the RSM model. In other terms, the coefficients 

used for the fitting equations may change during the 

optimization process; this is in contrast to the classic 

approach, conceived for fixed and given functions. Some 

disciplines interpret RSM completely differently: RSM 

becomes a one-shot approach that fits a single response 

surface - either a second-order polynomial or a Kriging 

model - to the I/O data of a random or deterministic 

simulation model, over the whole experimental area 

(instead of a series of local areas). Next, that single 

model is used to estimate the optimal input combination. 

For details see (Sacks et al., 1989; Simpson et al., 2001). 

Starting from a given configuration of the system (for 

example a stock configuration), the search for the opti-

mal configuration is made through “movements” within 

the region of interest, carried out in the direction of 

maximum improvements (in terms of OF values). This 

method, described in literature (i.e. Box et al., 1987; 

Myers, 1999), is represented in Fig. 11: it is based on a 

sequence of line searches in the direction of maximum 

improvement. The search sequence is continued until 

there is evidence that the direction chosen does not result 

in further improvements. 

A general formulation for the fitting model for the OF 

is given by the second-order polynomial: 

 
0

ˆ ' 'y b= + + Bx b x x  (4) 

where ŷ approximates the OF considered near the point 

considered, while x indicates the input variables vector 

(x’ its transpose), b0 the mean value of responses, b the 

first-order fitting coefficient vector, and B the 2nd-order 

fitting coefficient matrix. Coefficients βij...k (with 

...≠ ≠ ≠i j k ) in B represent the full k-order interac-

tions between factors. 

As for the evaluation of each direction of maximum 

improvement, the technique adopted in this work fits a 

first order polynomial to the inputs, for a small region 

around the point considered. Hence, during this phase 

of the optimization process all terms in matrix B are 

null. However, a test of adequacy is carried out before 

moving to a new direction, to determine if the estimated 

first-order model adequately describes the behaviour of 

response in the region of factors considered. These tests 

are implemented using the method of Least Square 

Estimators, based on the analysis of variance 

(ANOVA), and are performed through additional runs 

performed until a central composite design is achieved. 

Thanks to the small intervals considered for each pa-

rameter (at each point where Eq. 4 has been evaluated, 

including the final point too, i.e. the optimum), the 
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first-order model can be accepted, being the effect of 

curvature of the OF considered negligible.  

The suitability of each local first-order model found 

is also achieved thanks to the tiny step sizes adopted at 

each movement (see Fig. 11). Literature describes 

many criteria for the selection of the optimal step size 

(Kleijnen et al., 2002); and the common RSM proce-

dures for optimization (especially for planning experi-

ments) take a step length of each factor proportional to 

its parameter’s estimates. However, in this case, con-

sidering the restricted range of parameters and thanks 

to the possibility of realizing fast simulations using the 

AMESim® model of the valve, it is possible to consider 

a constant – but conservative – fixed value of the step 

length during the entire procedure.  

The estimation of b coefficients, representative of 

the first-order effects in fitting Eq. 4, is based on the 

Ordinary Least Squares method. Points required by this 

estimation are evaluated with a fractional two-level 

resolution-3 design. Then, the local gradient of the 

fitted model is used to determine the Steepest Descent 

directions. For a single response system, the direction 

of maximum improvement is determined by the nega-

tive of the gradient of ŷ : 

 
1 2

ˆ ˆ ˆ
, ,...,

n

y y y
g

X X X

⎛ ⎞∂ ∂ ∂
= ⎜ ⎟

∂ ∂ ∂⎝ ⎠

�

 (5) 

 

Fig. 11: Steepest descendent direction methodology for 

optimization 

where Xi represents the coded factor of parameters in 

Table 1; for example, X1 is obtained from data of factor 

A, according to the equation: 

 i min max
1

min max

A (A A ) / 2

(A A ) / 2
X

− +

=

−

 (6) 

The coding convention of Eq. 6 has been adopted in 

order to obtain scale-independent parameter estimates, 

leading to a more reliable search direction process. 

The optimization of the priority valve design is a 

multi-response problem, as two of the OFs (Φ1 and Φ2) 

need to be minimized simultaneously. For this purpose 

the procedure follows a weighted priority approach. In 

other terms, the proper directions are obtained by ap-

plying assigned weights to the unit vectors provided by 

the two gradients; in detail: 

 = ⋅ + ⋅
1 1 1 2

Φ Φ Φ Φ

� � �

u w u w u  (7) 
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Using Eq. 7, the different orders of magnitude taken 

by the two OFs do not compromise the evaluation of 

each optimal direction. On the basis of the manufac-

turer’s experience, the valve optimization has been 

performed assigning 90% to 
1

w
Φ

and 10% to
2

w
Φ

; 

therefore the highest priority has been given to the 

pressure drop for flow diverted to the EF port. 

The procedure used for the optimization, implemented 

in MATLAB®, is summarized in Fig. 12, which highlights 

how the coefficients of the fitting models are evaluated on 

the basis of predictions given by the AMESim® model of 

the valve, with simulations planned through DOE tech-

niques. The parameters considered for the optimization 

are those reported in Table 1, with the exception of the 

internal diameter of the spool, whose effects are negligible 

in steady state conditions. 

 

Fig. 12: Schematic flow chart of the RSM optimization pro-

cedure developed for the valve optimization. Sym-

bols indicate the software (AMESim® / MATLAB®) 

used to perform each operation 

Similarly to the configurations accounted for in the 

screening analysis, each set of parameter values consid-

ered by the procedure in Fig. 12 – at each step of the path 

search process – has been verified, checking the design of 

the valve and its consistency with the ISO scheme in 

Fig. 1. The local approach that characterizes the optimiza-

tion process allows for the consideration of a wider region 

of interest for the parameters, compared to the values used 

for the screening analysis, reported in Table 1. 

Figure 13 reports the details of the path followed by 
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the procedure for the valve optimization, assuming the 

80L stock configuration as the starting point. The pro-

cedure evaluates the OFs referring to operating condi-

tion 3 in Table 2. In detail, the procedure begins with a 

rapid change in the value of orifices and underlap pa-

rameters (first 44 steps); then it operates four changes 

of direction and after a quick optimization of the spring 

parameters all the parameters are slowly optimized.  

 

Fig. 13: Optimization of the valve. Path followed by the 

Steepest Descent procedure (↑ = increment; ↓ = 

decrement; - = constant value) 

Table 5: Optimal configuration of the LS valve. 

Guidelines for the tolerance of spool parame-

ters 

ID Design Parameters Value 

Importance 

of  

tolerance 

A Orifice S1 diameter 0.09375 ds  

B Orifice S3 diameter 0.03125 ds  

C Spring Stiffness 8.08 N/mm  

D 
Underlap CF side  

(fig. 6) 
0.3250 ds Critical 

E 
Underlap EF side  

(fig. 6) 
0.0625 ds Critical 

F Spring Preload 40.49 N  

G 
Groove length CF  

(fig. 6) 
0.11125 ds 

Not  

important 

H 
Groove length EF  

(fig. 6) 
0.06250 ds Critical 

I 
Groove angle CF  

(fig. 6) 
0.411 θref Important 

J 
Groove opening 

angle CF (fig. 6) 
1.333 θref 

Not impor-

tant 

K 
Groove angle EF  

(fig. 6) 
0.444 θref Important 

L 
Groove opening 

angle EF (fig. 6) 
1.333 θref Important 

M 
Number of grooves  

(CF side) 
8  

N 
Number of grooves  

(EF side) 
8  

O Orifice S2 diameter 0.0625 ds  

The resulting final point lies on the border of the 

region of interest. For this reason, a further verification 

carried out by means of centered runs or second order 

models is not required for the verification of the mini-

mum condition for such point. Furthermore, the same 

configuration is also reached by repeating the proce-

dure starting from a different initial point. The final 

configuration, represented by the data reported in Ta-

ble 5, was achieved after 353 steps and can be consid-

ered as the optimal one. 

A further local DOE analysis, performed in a small 

interval around the optimal configuration, analogous to 

the ones required to find the directions of maximum 

improvement, can easily provide useful information 

concerning the importance of tolerances assigned to 

each dimension. As a matter of fact, results of the 

ANOVA analysis can be used to attribute importance to 

the tolerances assigned to each parameter considered in 

the study. Table 5 reports a qualitative judgment of 

each dimension of the spool. In this way a further crite-

rion is provided for the designer in order to establish 

the tolerances in the spool drawings, in addition to 

experience and/or machining requirements. 

8 Experimental Verifications 

According to the data reported in Table 5, a proto-

type of the optimized valve was manufactured (Fig. 14) 

and tests were carried out in the laboratories of Casappa 

S.p.A., with the aim of comparing its performance with 

the stock versions. 

 

Fig. 14: Prototype of the optimal valve 

Figures 15 and 16 show a picture of the apparatus 

utilized and a simplified ISO scheme of the hydraulic 

circuit used for the measurement of the Δpw and Δpc 
values in steady conditions. In particular, a variable dis-

placement pump was utilized to feed the valve in the  

0–150 l/min range. To simplify the measurements, the 

valve – whose casing also acts as pump cover – is placed 

on a dedicated hydraulic support block. A variable orifice 

(Sp) is used as the control orifice, allowing the experi-

menter to manually select the flow rate desired on the CF 

port. Two control valves, placed on the two output lines 

(CF and EF), allow different loads to be established at 

the valve ports; through these valves the software used to 

control the test rig allows to determine the valve’s operat-

ing condition (stand-by or working) at each test. More 
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Fig. 15:	 Picture taken during the verification tests

Fig. 17c:	Experimental results: Inlet pressure and Dpc (work-
ing condition; QCF ≈ 15 L/min)

Fig. 16:	 Simplified sketch of the circuit used for the experi-
mental setup

Fig. 17a:	Experimental results: Inlet pressure and Dpc (work-
ing condition; QCF ≈ 6 L/min

Fig. 17b:	Experimental results: Controlled flow rate and Dpw 
(working condition; QCF ≈ 6 L/min)

Fig. 17d:	Experimental results: Controlled flow rate and Dpw 
(working condition; QCF ≈ 15 L/min)

A detailed description of the experimental charac-
teri-zation of the new prototype concerning the effects 
in-duced by the external loads, by a different choice of 
the internal orifices S1, S2, S3, and of the spring param-
eters, will be provided in a future work. This paper only 
reports a few experimental results in order to demon-
strate the efficacy of the procedure. Although many dif-
ferent work-ing conditions have been investigated, only 
the results pertinent to two conditions are here consid-
ered for the comparisons. Diagrams reported in Fig. 17 
describe the behaviour of the new spool (indicated with 
the acronyms 120Ln) compared with the standard ver-
sions 120L and 80L, assuming the same configuration of 
the spring and orifices S1, S2 and S3.

The improved behaviour achieved through the adop-
tion of the new spool (120Ln), in terms of both Dpc (and 
consequently QCF) and Dpw versus the inlet flow rate 
emerges from all the experimental results, especially at 
the highest flow rates. This was the initial goal of the 
study. For both working conditions (QCF ≈ 6 L/min, Fig. 

16a and 16b; QCF ≈ 15 L/min, Fig. 16c and 16d), the 
value of QCF is kept with lower sensitivity on the inlet 
flow rate, and at the same time a lower value of the pres-
sure drop through the EF port is obtained.

details concerning the apparatus utilized are reported in 
(Casoli et al., 2003; Berta et al., 2003).
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8 Conclusions 

This paper focuses on the description and adoption 

of a numerical procedure suitable for the analysis and 

optimization of hydraulic components. The algorithm, 

implemented by the authors, is based on the RSM-

Steepest Descent method and takes advantage of DOE 

techniques. Despite its generality, the procedure has 

been utilized in this work for a two-way, load-sensing, 

flow-divider spool valve. 

The analysis of the valve is based on two analytical 

objective functions, defined for the complete descrip-

tion of its performance. 

The first part of the study deals with a screening 

analysis of the valve; for this purpose a proper two-

level fractional DOE design permitted the identification 

of the parameters which significantly affect the valve’s 

behaviour. Only easily modifiable design parameters 

(i.e. spool dimensions, orifices and spring parameters) 

were considered for the analysis. An optimal configura-

tion of these parameters was then found following the 

particular Steepest Descent methodology. 

An integrated MATLAB®-AMESim® procedure 

was developed for both the screening and optimization 

processes. In particular, an AMESim® model of the 

valve (previously verified through comparisons be-

tween simulation results and test data) generated the 

data required for the stochastic evaluation on which 

DOE-RSM methods are based. 

The screening analysis provided much useful in-

formation in dealing with a qualitative improvement of 

the valve’s design. However, the results point out the 

necessity for the adoption of an appropriate numerical 

procedure for component optimization. In particular, 

the method developed permits one to simultaneously 

optimize the two objective functions considered and 

allows for a suitable definition of the factors’ domain 

according to valve requirements (functionality and 

manufacturing processes). 

An optimal design of the valve was proposed on the 

basis of the results of the procedure developed. A pro-

totype was then manufactured and tested with the aim 

of confirming the improvements compared to the stock 

versions and on the basis of experimental results. The 

preliminary results discussed in the paper emphasize 

the advantages obtained by adopting the proposed con-

figuration of the valve, concerning its main functions 

(constant value of the flow rate on the priority port, 

minimum pressure drop through the exceeding port). 

The DOE-based procedure implemented establishes the 

importance of each design parameter on the valve’s 

behaviour near the optimum configuration, thus provid-

ing the designer with a useful criterion that can be used 

to define the tolerances which must be assigned to each 

parameter. 

Nomenclature 

A…P Valve design parameters  

B 2nd order fitting matrix  

F Force  

Q Volumetric flow rate  

S Orifice  

Sp Control orifice  

X Coded factor  

b 1st order fitting vector  

b0 Mean value of responses  

cq Coefficient of discharge  

d Diameter  

g Gradient function  

p Pressure  

u Unit vector  

w Weight  

x Vector of input variable  
ŷ  Fitting model  

Ω Area  

β Correlative Factor  

Φ Objective Function  

θ Angle  

   

Subscripts 

c Crossing 

i,j,k Index of parameter 

l Left side 

m Spring 

max Maximum 

min Minimum 

n Number of parameters 

r Right side 

ref Reference value 

s Spool 

w Working 

 

Abbreviations 

CF Controlled Flow 

DOE Design Of Experiments 

EF Exceeding Flow 

IN Inlet 

LS Load Sensing 

OF Objective Function 

RSM Response Surface Methodology 

S Orifice 
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Appendix –Basic Model of the Valve 

Equation 1 describes the valve’s principle of opera-

tion: based on the control of the value of Δpw, the valve 

permits to easily control the flow rate on the primary 

port, according to the scheme in Fig. 2. 

A derivation of Eq. 1 can be made from the spool 

equilibrium in steady state conditions, neglecting fric-

tion, leakages, distributed pressure losses and the influ-

ence of flow forces. With reference to Fig. 18, the spool 

equilibrium states: 

 m

l r

s

F
p p− =

Ω
 (8) 

 

Fig. 18: Equivalent circuit of the valve 

In steady state condition QS2 is null, while QS1 and 

QS3 are equal. Consequently, the pressure pl acting on 

the left side of the spool is equal to pCF, while the pres-

sure pr acting on the right side of the spool can be eas-



Analysis and Optimization of a Two-Way Valve using Response Surface Methodology 

International Journal of Fluid Power 8 (2007) No. 3 pp. 43-57 57 

ily written as a function of pCF and pCF from the orifice 

equations: 

 
( )dx LS
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2 p p
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= Ω  (9) 
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Assuming cqS1 equal to cqS3, 
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Equation 1 is then obtained by substituting the 

value of pl and pr in Eq. 8 with pCF and the expression 

of Eq. 12 respectively. 
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