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Abstract 

This survey presents some recent results of the authors in the field of the control synthesis for electrohydraulic ser-
vos. Three are the methodologies of control theory herein considered. Firstly, an integrated methodology of robust con-
trol synthesis with antiwindup feedback compensation for linear model of electrohydraulic servo is developed. Sec-
ondly, in a strongly nonlinear framework, an integrated fuzzy supervised neurocontrol is proposed. This represents a 
control strategy which is in fact independent of mathematical model of the systems, thus achieving certain robustness 
and reducing complexity. At last, the backstepping is used for obtaining of control laws for asymptotic tracking of posi-
tion or force references in the case of a certain model of an electrohydraulic servo. Conclusive numerical simulations 
are provided to verify the behaviour of the controlled systems by the proposed control laws. 

Keywords: electrohydraulic servo, robust linear control, control saturation, antiwindup compensation, fuzzy supervised neurocontrol, backstepping 
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1 Introduction 

Electrohydraulic servos (EHSs) are encountered in 
most industries where heavy objects are manipulated 
and large forces or torques at high speeds are exerted. 
Features such as large processing force and stiffness, 
high payload capabilities, and good positioning and 
power to weight ratio, make this type of actuation sys-
tem appropriate for positioning of aircraft control sur-
faces (flight controls), high power industrial machinery, 
position control of military gun turrets and antennas, 
material handling, construction, agricultural equipment 
etc.  

The usual performance specifications for such appli-
cations are high accuracy of reference signals tracking 
and high bandwidth implying small servo time con-
stants. Because of the complexity of EHS analysis and 
the nonlinearities in its dynamics, both the design and 
the control of EHS are still difficult and immature, al-
though various methodologies of the automatic control 
theory were brought to the proof in this field; from the 
classical linearization (Blackburn et al, 1960), to the 
constructive nonlinear control (Sepulchre et al, 1997). 
In the last twenty years, a large amount of work in hy-
draulic control systems has been devoted to problems 
such as: design of observers (Ermakov et al, 1986;  
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Panasian, 1986; Ingenbleek and Schwarz, 1993), model-
ling and identification (Jelali and Schwarz, 1995; Jelali 
and Kroll, 2003), feedback linearization (Hahn et al, 
1994; Vossoughi and Donath, 1995; Plummer, 1997), 
feedback stabilization (Richard and Outbib, 1995), high 
bandwidth control (Bobrow and Lum, 1996), sampled-
data control (Kliffken, 1997). 

The paper brings together some recent contributions 
of the authors concerning the developing of new control 
laws for EHSs. The main concern in the three consid-
ered different approaches: linear control, artificial intel-
ligence based control and constructive nonlinear con-
trol, is accuracy of references tracking. Robustness of 
the controlled system or treatment of control constraint 
– saturation – were also considered. As regards last 
matter, in many applications, particularly in the field of 
aerospace engineering, actuator saturation is the princi-
pal impediment in achieving significant closed-loop 
performances (Tyan and Bernstein, 1994). The most 
frequent kind of control constraint for EHS is the physi-
cal limitation of current to servovalve torque motor (Fig. 
1), and this clearly can not be explicitly taken into ac-
count in the framework of various paradigms of control 
theory, for instance in a linear state feedback synthesis. 
Usually, the problem is so tackled: the control signals 
are calculated as if no constraints existed, and then they 
are simply limited; the procedure might be seriously 
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deficient (Frankena and Sivan, 1979).   
One of the specific linear control design paradigm 

that emerged from the 70s is robust control of a general 
servomechanism problem (RSP) (Davison and Golden-
berg, 1975). This means that certain system outputs are 
required to follow (in some specified conditions includ-
ing disturbance rejection) reference commands of a 
given class, such as steps, ramps, sinusoids, or polyno-
mial functions of time. The solution of RSP (Davison, 
1976) consists of two separate devices: a servocompen-
sator, in fact an internal model of the exogenous dynam-
ics (references and disturbances), and a stabilizing com-
pensator. Thus, a control law (Ursu et al, 1998; Ursu 
and Ursu, 2001) derived from both the applying of the 
apparatus of RSP solution in the case of EHSs and in-
troducing of an antireset windup (AW) strategy to coun-
teract the harmful effects of favourised by integral ac-
tion control saturation, is presented in Section 3. In fact, 
a sui generis integrated methodology of facing up to 
nonlinearities and uncertainties of the mathematical 
models is so obtained. 

The main difficulty arising in the design of a control 
law is due to the strong nonlinearities and uncertainties 
in process modelling, which make particularly the EHS 
control problem challenging. Such difficulty can be 
overcome using artificial intelligence based synthesis of 
control law, which, in the last years, has turned a viable 
alternative in control design (Wang, 1994; Yen et al, 
1995; Ursu et al, 2000). This represents a control strat-
egy that is rather independent of mathematical models 
of the plants, thus achieving a certain robustness and 
reducing design complexity. Philosophically, the essen-
tial part of intelligent control research was carried out 
on the same premises as Han’s vision on control theory 
(Han, 1989), which is free of a few fundamental limita-
tions, such as linearity, time invariance, accurate 
mathematical modelling of plant etc. 

Both neural networks and fuzzy logic show great po-
tential for controlling systems that are difficult or im-
possible to model using traditional techniques. Indeed, 
the advantages of neural networks are twofold: learning 
ability and versatile mapping capabilities from input to 
output. In its turn, the fuzzy set theory provides a suit-
able tool for the treatment of intrinsic inexactness of the 
description in a dialectical context.  

In the learning optimal process with artificial neural 
networks, as well as in many other approaches, the risk 
of surpassing physical control bounds is real. To coun-
teract this risk and not compromise the learning neural 
network by secondary phenomena as limit cycles, con-
trol’s chattering and making worse general system’s 
performance, a fuzzy supervised neurocontrol (FSNC) 
(Ursu et al, 2001) is proposed as AW strategy. Thus, the 
control will have a switching type structure, which will 
be clarified in Section 4.  

In the early days of nonlinear control theory, most of 
the concepts were descriptive rather than constructive 
(Sepulchre et al, 1997). Their “feedback activation” 
began recently, when some local properties were re-
placed with new concepts applicable to large regions of 
state space. Thus, a representative example is the con-
cept of Control Lyapunov Function (CLF), whose de-

rivative depends on the control and can be made nega-
tive by feedback. For a large class of systems, CLFs can 
be constructed by backstepping (Krstić et al, 1995). In 
Section 5, the backstepping approach is employed to 
successively show the construction of nonlinear control 
for position and force tracking EHS (Ursu and Popescu, 
2003). 

An unitary perspective of the three types of control 
laws is achieved by using common numerical data in 
mathematical models, whose simulations studies are 
reported in Section 6. 

2 Modelling of the EHSs 

Various mathematical models of the EHS will be 
considered, in connection with the used control strate-
gies. In fact, the mathematical models exhibit a flexibil-
ity property: to be able to apply a certain mathematical 
construction, a mathematical model can be often 
“shaped” to make possible that mathematical construc-
tion to apply (Ursu and Ursu, 2002). First, consider the 
linear time-invariant model of an EHS (Ursu et al, 1994; 
Ursu et al, 1996), see Fig. 1:  
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and kc := C/(2B). As comparison in numerical simula-
tions is taken the mathematical model of an EHS having 
only a simple position feedback  
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Fig. 1: Simplified model sketch of an EHS. Legend: T – transducer; C – compensator;  
CVC − curent- voltage converter; TM − torque motor; here F = mω is load disturbance 

 

Fig. 2: The paradigm of the robust servomechanism problem with AW compensation 

Then, in Section 4, the system  
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defines a nonlinear model of a mechanohydraulic servo 
(MHS) (Wang, 1963; Halanay et al, 2004; Mihajlov et 
al, 2002), taken as comparison term. The control law u 
for associated EHS will be synthesized by neglecting 
valve’s dynamics; thus, a proportionality law 

 
vx ux k u=v  (6) 

will substitute the second equation in Eq. 5.  
 

At last, in Section 5, with the same state vector as in 
Eq. 1, the first EHS mathematical model used is 
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for position control law synthesis. Appealing the flexi-
bility property, another mathematical model is consid-
ered for force control synthesis, by adding the state 
variable x4 := xv 
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As comparison for numerical simulations was taken 
a simplified mathematical model of a MHS 
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3 A Solution of the Robust Linear EHS 
Problem with AW Compensation 

The control structure of RSP solution, in well-
specified conditions, is given by Davison (1976) 

 ηKxu 10 += ˆK  (10) 

where x̂  is the state vector of a stabilizing compensator 
and η is the state vector of a servocompensator; K0 and 
K1 are corresponding feedback gains (Fig. 2). By apply-
ing this apparatus in the case of EHS’s model, an infer-
ence was established by Ursu et al (1998): in a large 
number of cases, the servocompensator designed for 
step inputs represents a good choice 

 e=η�  (11) 

This is in fact an integrator of error signal e.  
As for the stabilizing compensator, this is not a unique 

device and may be constructed by using a number of dif-
ferent techniques. To illustrate a modus operandi, herein 
one may consider ˆ ,x x≡ i.e., the stabilizing compensator 
is simply a direct measurement of the state; so, the control 
becomes a state feedback for the augmented system com-
prising the plant (Eq. 1) and the servocompensator (Eq. 
11):  

 η10 Ku += xK  (12) 

Thus, an optimization problem can be stated as an op-
timal linear quadratic stabilization problem (LQR) for the 
extended system  
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with the performance index regarding the quality out-
put qy  and the control u  
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where JJ RQ , are generally weighting matrices. The so-
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The meaning of the Eq. 11 is obviously: to have a 
good servo means to have an integral action. But, to 
have an integral action in Eq. 11 means to have the 
worst undesirable transients and other stronger harmful 
secondary saturating effects (Krikelis and Barkas, 
1984), particularly the reset windup phenomenon (Ha-
nus et al, 1987; Park and Choi, 1993). In fact, when an 
on line closed loop control law such as (10) is imple-
mented, the control saturation can not be evaded by use 
of an a priori reasoning or designing. Consequently, a 

variety of so-named anti-reset-windup (AW) techniques 
have been presented lately in the literature for dealing 
with the actuator limitations. Assuming the conjecture 
“the performance of the system will be improved as the 
distances between the equilibrium points of the satu-
rated and unsaturated system become small”, the deriva-
tion of a compensation matrix M (in peculiar context 
(11), M is simply scalar; see Fig. 2) is a result of the 
constraint to make the state of the saturated system arbi-
trarily close to the state of the unsaturated system, for 
every time the actuator saturated. The two systems 

 )sat(,, v==+= uu CxyBxx A�  

 ( ) η+=−−=η 10, KuMe xKvv�  (16) 

working in closed-loop, will be analyzed in the absence 
and also in the presence of saturating actuators (respec-
tively, in the linear case v=u and in the nonlinear satu-
rating case u = sat(v )). The concatenation of systems in 
Eq. 16 will give, at equilibrium stationary points 
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The index i marks the situation ofv to be inside the 
linear region, or larger than the upper limit, or smaller 
than the lower limit of the electrohydraulic actuator. The 
problem is what value M assures the minimization of 
the cost J 
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The calculus is tedious, but not too difficult; accord-
ing to general proof given in (Ursu and Ursu, 2001), the 
solution is 

 11
0

1 )1( −−− +−= BKBC AAM  (19) 

For sake of proof rigor, a positive value a, even if 
negligible, is necessary in servocompensator’s structure 

 ea += ηη�  (20) 

4 A Fuzzy Supervised Neurocontrol 

Consider an elementary structure of perceptron type, 
with two weighting parameters 1 2,ν ν  and a linear com-

biner giving the neurocontrol  

 ( ) 2211v2p1n : yyxkxkru νννν +=+−= �  (21) 

In the training, the servo performance is assessed by 
the cost function, a criterion supposing a trade-off 
(weights q1, q2) between the tracking error y1, a quasi-
energetic component y2 and neurocontrol un 
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The weighting vector T
21 ][ ννν =  is updated online 

by the gradient descent learning method (Vemuri, 1993) 
to reduce the cost J. Consequently, the update is ex-
pressed by  
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where the matrix ( )21 δδ ,diag  introduces the learning 

scale vector, ( )nν∆  is the weight vector update and L 

marks a back memory (of L time steps). The involved 
derivatives in Eq. 23 suppose only input-output infor-
mation about the system. n(i) / (i)y u∂ ∂  is approximated 

online by the ratio 

 ( ) ( )n n(i) (i 1) / (i) (i 1)y y u u− − − − . 

To counteract the risk of saturation and achieve the 
goal of reinforcement learning system, a Fuzzy Super-
vised Neurocontrol (FSNC) was proposed (Ursu et al, 
2001). FSNC switches to a Mamdani type fuzzy logic 
control when the just described neurocontrol saturated. 

Further on, the three standard components of the 
fuzzy control: fuzzyfier, fuzzy reasoning, and defuzzy-
fier (Ghazi Zadeh et al, 1997), will be succinctly exem-
plified. The proposed fuzzyfier component converts the 
crisp input signals  

 ( ) ...,,,,, 21k: k21k

k

2kj

2
j112 == ∑

−=
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into their relevant fuzzy variables (or, equivalently, 
membership functions) using the following set of lin-
guistic terms: zero (ZE), positive or negative small (PS, 
NS), positive or negative medium (PM, NM), positive 
or negative big (PB, NB) (for the sake of simplicity, 
triangular and singleton type membership functions are 
chosen, see Fig. 3). l2 is a norm which computes, over a 
sliding window with a length of 3 samples, the maxi-
mum variation of the tracking error. The insertion of 
this crisp signal in the fuzzyfier will result in a reduction 
of fuzzy control switches due to the effects of spurious 
noise signals (Tzes and Peng, 1997).  

The strategy of fuzzy reasoning construction embod-
ies herein the idea of a (direct) proportion between the 
error signal y1 and the required fuzzy control uf. Thus, 
the fuzzy reasoning engine totals a number of n = 4×7×7 
IF, THEN rules, that is the number of the elements of the 
Cartesian product A×B×C, A := {ZE; PS; PM; PB}, 
B = C := {NB; NM; NS; ZE; PS; PM; PB}. These sets are 
associated with the sets of linguistic terms chosen to define 
the membership functions for the fuzzy variables l2(y1), y1 
and, respectively, y2. Consequently, the succession of the n 
rules is the following: 

1) IF l2 (y1) is ZE and y2 is PB and y1 is PB, THEN uf is PB  
2) IF l2 (y1) is ZE and y2 is PB and y1 is PM, THEN uf is PM  

… 
7) IF l2 (y1) is ZE and y2 is PB and y1 is NB, THEN uf is NB  
8) IF l2 (y1) is ZE and y2 is PM and y1 is PB, THEN uf is PB  
… 
196) IF l2 (y1) is PB and y2 is NB and y1 is NB, THEN uf is NB 

 

 

  

Fig. 3: Membership functions for: a) scaled input  variable 
y1, y2; b) scaled input  variable l2(y1); c) scaled fuzzy 
control uf 

Let τ be the discrete sampling time. Consider now 
the three scaled input crisp variables l2(y1k), y1k, and y2k, 
at each time step tk = kτ (k = 1, 2,...). Taking into ac-
count the two ordinates corresponding in Fig. 3 to each 
of the three crisp variables, a number of M ≤ 23 combi-
nations of three ordinates must be investigated. Having 
in mind these combinations, a number of M IF..., 
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THEN... rules will operate in the form  

 
( )1k i 2k i 2 1k i
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y B y C l y A

u D =
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(Ai, Bi, Ci, Di are linguistic terms belonging to the 
sets A, B, C and D = B = C, see Fig. 3). The defuzzyfier 
concerns just the transforming of these rules into a 
mathematical formula giving the output control variable 
uf. In terms of fuzzy logic, each rule of (25) defines a 
fuzzy set Ai × Bi × Ci × Di in the input-output Cartesian 
product space 3

+ ×R R , whose membership function 

can be defined in the manner 
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(other variants, e.g., product instead min, can be cho-
sen). For simplicity, the singleton-type membership 
function ( )D fuµ  of fuzzy control variable has been 

herein preferred; in this case, ( )
iD fuµ  will be replaced 

by 0
iu , the singleton abscissa. Therefore, using 1) the 

singleton fuzzyfier for uf, 2) the center-average type 
defuzzyfier, and 3) the min inference, the M IF, THEN 
rules can be transformed, at each time step kτ, into the 
following formula giving the crisp value of fuzzy con-
trol fu (Wang and Kong, 1994): 
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The FSNC operates as fuzzy logic control uf in the 
case when neurocontrol un saturated, or so called l2 - 
norm of tracking error y1 increased. In the case of fuzzy 
control operating, the fuzzy neurocontrol un is concomi-
tantly updated in the context of the real acting fuzzy 
control uf. To obtain the rigor and accuracy of regulated 
process tracking, fuzzy logic control switches on neuro-
control whenever readjusted neurocontrol nu  is not 

saturated and scaled norm l2(y1) is smaller than a chosen 
value l2,min. At time ts, when the switching from fuzzy 
logic control to neurocontrol occurs, the readjusted 
weighting vector νr will be derived by considering a 
scale factor nf uu  

 ( ) ( ) nf2r21nf22fr1 uuyuuyu νννν =−= ,  (28) 

5  Backstepping Synthesis of Control  

Clearly, the system in Eq. 7 is lower triangular, in 
strict feedback form (Sepulchre et al, 1997) and, there-
fore, suitable for application of backstepping (Krstić et 
al, 1995). Assuming known the system’s parameters, let 
introduce the notations 

 3 ..., 1,=i   idii ,xxe −=  (29) 

where xid stand for the “desired” values of the state vari-
ables. So, the control objective is to have the tracking by 

EHS of a specified x1d position trajectory, in other 
words, making e1 →0.  

Proposition 1 (Ursu and Popescu, 2003). Let k1, k2, 
k3, ρ1, ρ2, ρ3 be strictly positive tuning parameters. Un-
der the assumption of nonsaturating load (x3 < ps), the 
control u given by 

 v

c

3 x s 3

2 l 32 2
3 3d 3 3

c

u

k
u

cWk p x

Sx k xSe
x k e

m k

ρ
ρ

ρ ρ

= ⋅
−

⎡ ⎤⎛ ⎞+
− + + −⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

�

 (30) 

 
( )

( )SemkSxm

SmeSfxSkxx

222d2

21121d3

ρ
ρρ

−
+−+=

�

 (31) 

  11d1d2 ekxx −= �  (32) 

when applied to Eq. 7, guarantees global asymptotic 
stability of position tracking error e1 = x1 – x1d. 

Let note that the mathematical model (Eq. 7) in-
volves a conjecture: a chosen positive u does not change 
its sign, in transitory regime, when various positive ref-
erences x1d are claimed to be tracked; otherwise, the 

model should contain the term uxp sgn3s −  and the 

backstepping cannot works in the described manner. 
This technical difficulty can be evaded by introducing a 
new state variable, the valve displacement. 

Let now consider the case of force control. It can be 
easily verified inspecting the system (Eq. 7) that the 
internal states x1 and x2, as described by the first two 
equations in (Eq. 7), are stable. On the other hand, the 
output of interest in force control is, of course, the pres-
sure. At this point, an idea of partitioning the state sys-
tem (Eq. 7) into two subsystems − a first one internal 
stable, and a second one taken as framework of control 
synthesis − will be introduced. The internal stable sys-
tem is the subsystem of the first two equations, with 
“perturbation term” Sx3/m. Then, if it is not necessary to 
stabilize the states x1, x2, a backstepping procedure can-
not be applied only about x3 oneself. In these circum-
stances, the system (Eq. 7)  will be completed by adding 
an equation of first order for the dynamics of the valve 
displacement xv := x4: so, the control will be constructed 
on the last two equations of the system (Eq. 8) and then 
will be certified by proof as ensuring the stability and 
tracking performance of the whole system. Summariz-
ing, the obtained result is given in the following. 

Proposition 2 (Ursu and Popescu, 2003). Let k3, k4, 
ρ3, ρ4 be strictly positive tuning parameters. Under the 
assumption of a nonsaturating load (x3 < ps), the control u 
given by 

 v

3 3 a 3SV

4 x u c

4
4 4d 4 4
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cWe p x
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when applied to (Eq. 8), guarantees global asymptotic 
stability of pressure (force) tracking error e3 = x3 – x3d.  

6 Numerical Simulations Results  

The aforedescribed control laws were brought to the 
proof in numerical simulations of the EHSs mathemati-
cal models, having as reference the parameters corre-
sponding to the MHS included in the aileron chain of 
military jet IAR 99, namely: m = 30 Kg, f = 300 Ns/m, 
k = 105 N/m, xM = 0.03 m, kQp = 0.523⋅10–12m5/(Ns), 
ρ = 850 kg/m3, S = 10−3m2, ps = 21⋅106 N/m2, B = 
6⋅108 N/m2, λ = 2/3, c = 0.63. Thus, the hydraulic drive 
is defined by natural frequency ωh = 1154.7 rad/s and 
damping ratio ςh = 0.058. An equivalent rectangular 
valve port with W = 0.0005 m and xvM = 0.0017 m was 
considered, supplying a maximal flow QM = 10-4 m3/s 
and a maximal piston velocity m/s10M .x =� . The flow 

control valve associated to all EHSs mathematical 
model has the rated current I = ±20 mA. Bounds for 
references r are ±10 V; control saturation means valve 
spool displacement  saturation. kv was embedded on 2ν  

and kp was taken 10/0.03 V/m. Then, kSV = 5×10 –6 

m3/smA,
vx u vM /10m/Vk x= additionally kQu = 10–5 m3/sV 

and, finally, kmAV = 2 mA/V. 
Throughout this section, the presented figures from 

numerical studies are considered as representative for 
the control laws working. The models of references 
(chosen not to saturate ab initio the valve) and load dis-
turbance were 

 

[ ]
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Figure 4 shows some results obtained on the linear, 
simple position feedback, system (Eq. 2) (Figs. 4a and 
4d, left), and on the linear system (Eq. 1), by applying 
robust linear control solution (Eq. 12), without anti-
windup compensation (Fig. 4b, 4c) and 4d right). The 
desired piston displacement r/kp is herein depicted. Ob-
viously, a simple position feedback cannot successfully 
face up to load disturbance (Fig. 4a and 4d left); on the 
contrary, good tracking performance and load distur-
bance robustness emphasizes the system with two com-
pensators (Eq. 12). The vector high gain (specific to 
LQR problem)  

 [K0  K1] = [5796.1  3.8216  0.7557  –106] (36) 

corresponds to weighting values QJ = 105 and RJ = 10–7, 
whose choice requires a trial and error process. Discrete 
type integration procedure supposed a constant control 
on the sampling period τ. Worthy noting is the influence 
of τ  on the control saturation (Fig. 4c). 

Further on, the benefit of the AW compensation is il-
lustrated by Fig. 5. The system depicted as linear in 
Fig. 4 is subjected to control constraint in Fig. 5a, 5b. In 
the left side of Fig. 5a, the harmful effect of saturation is 
clearly present in an uncompensated system; in the right 
side, one can see the remarkable efficiency of AW com-
pensation strategy developed in Section 3. Fig. 5b 
shows control evolutions associated to Fig. 5a. Simi-
larly, Fig. 5c and 5d represent the case of a relaxed con-
trol synthesis, obtained by choosing QJ = 105 and 
RJ = 10–8 ([K0  K1] = [14075  8.08  1.1  –3.16×106]). Spec- 
tacular chattering (in the left sides, for saturated and 
uncompensated system) and antichattering (in the right 
sides, for saturated and compensated system) effects are 
proved.  

Neuro-fuzzy control unf, as result of switching be-
tween optimal neurocontrol un and antisaturation fuzzy 
control uf, is represented by case studies in Fig. 6 
(model without internal friction Ff) and 7 (model con-
taining internal friction Ff). The back memory was L = 
1. For step reference, scaled variables y1, y2 and l2(y1) 
were obtained by dividing respectively with maximal 

values vMp xk , Mv xk �  and vMp3 xk ; one proceeds simi-

larly for sinusoidal combination reference (but rigor of 
these scalations is not too important). Switching pa-
rameter l2,min  = 1/3 was chosen. LuGre model of internal 
friction Ff  is defined by fv = 60 Ns/m,  σ0 = 12⋅105 N/m, 
σ1 = 300 Ns/m, vs = 0.1 m/s, Fc = 100 N (Ursu, 1984), 
Fs = 120 N and graphs of evolutions are depicted in 
Fig. 8. In processing numerical experiments, the system 
operation is restricted to the noncavitation regime, i.e., 
ps ≥ pi > 0, i = 1,2. 

The following set was tuned in a trial and error type 
process: initial weighting vector ν = [100  1],  learning 
rates [δ1 δ2] = [5⋅10-2 10-4] and weights [q1  q2] = [300 
0.1] (by using physical units daN and cm in simulation). 
Better tracking performance of EHS in comparison with 
MHS is pointed out: for sinusoidal combination reference, 
actual load displacement x is virtually superposed on desired 
load displacement r/kp. On the other hand, MHS tracking 
property is affected by some dephasage. Worthy of note, the 
presence of a strong nonlinear component as internal fric-
tion Ff doesn’t influences behaviour of the two systems.  

As it was pointed out, the objective of backstepping 
synthesized control is to have the EHS tracking of the 
specified x1d(t) position or x3d(t) pressure references. 
Such references can be described as 

 ( ) ( ) 3or1i1 id
isid =−= − ,ttextx  (37) 

which is associated with the time response of a first or-
der systems to step input: xis stand for desired stationary 
value of the states x1, respectively x3, and tid stand for 
desired time constants. 

The supplementary parameter appearing in equations 
(7) is kl = 5/210 cm5/(daN⋅s) (however, herein with neg-
ligible influence in system’s behaviour). As reference 
point of the numerical simulations was taken the MHS 
system (Eq. 9). To have in this servo a concrete term of 
comparison for position control technique, r = 0.17/λ = 
0.255 cm was chosen.  
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Fig. 4: Solution of the robust linear EHS problem. Desired (r/kp = 0.17 cm) and actual (x) piston displacements. a) case of a simple 
position feedback servo, 0.005 s sampling step; b) robust EHS, 0.005 s sampling step; c) robust EHS, 0.003 s sampling 
step; d) comparison between simple position feedback servo (left) and robust EHS (right), sinusoidal combination refer-

ence, 0.005 s integration step 

 

Fig. 5: Solution of the robust nonlinear EHS problem with AW compensation. Desired (r/kp = 0.17) and actual (x) piston displace-
ments. a) left side – saturated and uncompensated system, right side – saturated and compensated system, step response 

evolutions; b) control variables associated to case a); c) and d), similar case studies for an relaxed control synthesis 
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Fig. 6: Neuro-fuzzy controlled EHS, Ff = 0, comparison with MHS. Desired (r/kp) and actual (x) 
 piston displacements. a) step reference; b) sinusoidal combination reference 

 

 

Fig. 7:  Neuro-fuzzy controlled EHS, Ff ≠  0, comparison with MHS. Desired (r/kp) and actual (x) 
 piston displacements. a) step reference; b) sinusoidal combination reference 
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Fig. 8: LuGre model of friction: a) step reference case; b) sinusoidal combination reference case 

 

Fig. 9: Comparison between the step input tracking: a) MHS case: τa ≅ 0.0337 s; 
 b) EHS case with backstepping position control: τa ≅ 0.0205 s 

 

Fig. 10: Backstepping pressure control: a) x3s = 100 daN/cm2, t3d = 0.1 s, τ a ≅ 0.1 s; b) x3s = 175 daN/cm2, t3d = 0.09 s,   τa ≅ 0.09 s 
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Therefore, having this reference, the entire valve port is 
in fact open to flow passing and, consequently, the re-
sulting time constant, in accordance with experimental 
data (Ursu, 1984) characterizes the best step input 
tracking with the MHS “passive” system: τa ≅ 0.0337 s 
(Fig. 9a), where the error signal e := λ(r−x1) is repre-
sented; initial error: e0 = 0.17 cm). An evidently better 
tracking of step references is ensured by backstepping 
position control synthesis. The values of the tuning 
parameters were: ρ1 = 400; ρ2 = 0.01 s2; ρ3 = 1 cm6⋅daN−2; 
k1 = 400 s−1; k2 = 4 s; k3 = 400 cm6⋅daN−2⋅s−1. The control 
objective, in terms of desired position reference 
x1s = 0.255 cm and t1d= 0.01 s, is accomplished with 
faster time constant τa ≅ 0.0205 s (Fig. 9b). The tran-
sient regime is stable, irrespective of stationary regime 
value x1s and t1d; however, the designer must be atten-
tive to control saturation. To counteract this effect, spe-
cial antiwindup strategies can be applied.  

Similar conclusions are valid in the case of back-
stepping force control (Fig. 10). The tuning parameters 
were: ρ3 = 10−10; ρ4 = 1 daN2⋅cm−6; k3 = 1000 s−1; 
k4 = 800 daN2⋅cm−6⋅s−1. The time constant of the valve 
was τ SV = 1/573 s. The desired control objective, in 
terms of pressure reference x3s = 100 daN/cm2 and 
t3d = 0.1 s is accomplished with good time constant 
τa ≅ 0.1 s (Fig. 10a) and τ ≅ 0.09 s when x3s and t3d 
were chosen 175 daN/cm2 and, respectively, 0.09 s 
(Fig. 10b). Herein, according to expectation, increased 

uxv
k  gains were necessary: 0.34 cm/V and 0.85 cm/V 

(Fig. 10a), and, respectively, 10b. The significance of 
result consists in obtaining a simple technique to con-
vert a position control into a force control, without 
major hard cost: only a change in spool valve device is 
involved. 

It can be seen that the state variables x1, in the first 
case, and x3, in the second case, come very close to the 
desired x1d and, respectively, x3d, values. 

Integration procedure supposed using zero-order-
hold control paradigm in all cases. excepting the case 
of the robust servomechanism with AW compensation 
described in Section 3, where a variable step routine 
specific to continuous time systems was used. In the 
case of FSNC, τ was chosen 0.003 s; in the case of 
backstepping, τ was chosen 0.003 s (Fig. 9) and 0.001 s 
(Fig. 10). 

7 Conclusion 

This survey paper presents some recent results in 
control law synthesis for electrohydraulic servos, cov-
ering modern and postmodern (Zhou et al, 1996) ages 
in the field.  

Firstly, the two results described in Section 3, the 
integral action as general internal model and associated 
AW strategy can be viewed as an integrated linear ro-
bust methodology as against the general nonlinearities 
of the EHS. This assertion is based on the following 
inference: 1) the equations governing the movement of 

the load actuated by an EHS, strongly nonlinear (Wang, 
1963), can be correctly linearized (Ursu et al, 1994) 
only in the presence of small inputs; 2) thus, invoking 
the paradigm of sampled data systems (Åström and 
Wittenmark, 1974), the response of a system to (small) 
step inputs is representative, having in view the proce-
dure of sampling general reference signals; 3) thus, 
only control saturation nonlinearity remains to be coun-
teracted.  

Secondly, the paper proposes in Section 4 an inte-
grated, switching type, fuzzy supervised neurocontrol 
for an EHS. This represents a control strategy which is 
in fact independent of mathematical model of the sys-
tems, thus achieving certain robustness and reducing 
complexity.  

Finally, applying the flexibility property of mathe-
matical models, the backstepping technique was used in 
Section 5 to provide two control laws that ensure as-
ymptotic tracking of given position and, respectively, 
force references. A future work will prove this ap-
proach is itself flexible enough to also ensure robust-
ness properties to controlled system.  
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Nomenclature 

Acronymes: 

EHS – electrohydraulic servo 
MHS – mechanohydraulic servo  
FSNC – fuzzy supervised neurocontrol 
AW – antiwindup 
LQR – Linear Quadratic Regulator 
 

Variables: 

( )x t   EHS or MHS load displacement 
(defined from the center of the 
actuator cylinde 

 [m])  

( )tpi   actuator cylinder pressures  
(i = 1, 2) 

 [N/m2] 

( )te   error signal [V] 

( )y t  measured output [V], here the 
same with the regulated output 
of EHS  

[V] 

( )r t   reference input (command) ([V], 
for EHS; [m], for MHS) 

 

( )tω   load disturbance [m/s2] 
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( )u t   control, that is, valve input volt-
age 

[V] 

( )i t   driving current to valve torque 
motor 

[mA] 

( )txv   valve spool displacement rela-
tively to its sleeve, defined from 
the valve's neutral position 

[m] 

( )txf   internal friction state variable [m] 

( )η t   state variable of the integrator 
type servocompensator 

[V⋅ s] 

( )tFf   internal friction force due to the 
tight sealing [N] 

 

( )tF   load disturbance  

Load parameters: 

m  total mass of piston and load 
referred to piston 

[Kg] 

k  load spring gradient [N/m] 
f  viscous damping coefficient of 

load 
[Ns/m] 

EHS parameters: 

ps   supply pressure to valve [N/m2] 

0R ≈p  return pressure  

S   actuator piston area [m2] 

Mx   half of piston stroke [m] 

C  semivolume of oil under com-
pression in both cylinder cham-
bers MxSC ×=  

[m3] 

B  bulk modulus of oil [N/m2] 

Qpk   flow-pressure gain [m5/(N⋅s)] 

Quk   flow-voltage gain [m3/(V⋅s)] 

pk   position transducer coefficient [V/m] 

vk   velocity scale factor [V×s/m] 

SVk  flow-current gain [m3/(mA⋅s)] 

mAVk  current-voltage gain [mA/V] 

uxv
k   valve displacement-voltage gain [m/V] 

W  area gradient of valve [m2/m], or 
valve port width 

[m] 

vMx  length of rectangular valve port [m] 

Mx�  maximal (no load) piston veloc-
ity 

 

MQ  maximal flow (no load flow 
rate)  

 

SVτ   time constant of valve [s] 

aτ  actual time constant of hydrau-
lic drive 

[s] 

lk   leakage coefficient [m5/(N⋅s)] 

c  valve discharge coefficient   
λ   kinematic feedbak coefficient of 

MHS  
 

ρ   oil density [kg/m3] 

hω   hydraulic drive natural fre-
quency 

[rad/s] 

ς h   hydraulic drive damping ratio   

Cylinder internal friction parameters:  

0σ   stifness coefficient [N/m] 

1σ   damping coefficient [Ns/m] 

vf   viscous friction coefficient [Ns/m] 

sv   Stribeck velocity [m/s] 

sF   static friction [N] 

cF   Coulomb friction [N] 

Other notations: 

kv  scale factor in neurocontrol syn-
thesis 

 

τ   discrete sampling time   
 sgn ( )⋅  signum function  

sat ( )⋅   saturation function  

t  time variable [s]  
p  = d/dt Laplace operator[1/s]  

f�  derivative of function f with 
respect to time t 

 

[M]T  the transpose of matrix [M]  
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