
International Journal of Fluid Power 2 (2001) No. 1 pp. 37-47 

© 2001 TuTech 37 

A FUZZY NEURAL NETWORK APPROACH TO MODEL HYDRAULIC COMPONENT 
FROM INPUT/OUTPUT DATA 

Wei Xiang, Sai Cheong Fok and Fook Fak Yap 

School of Mechanical & Production Engineering, Nanyang Technological University, 50 Nanyang Avenue, Singapore 639798 
P145355261@ntu.edu.sg  

Abstract 

The knowledge of dynamics of hydraulic components are vital for the virtual prototyping of fluid power systems. 
This paper proposes a fuzzy neural network approach to model the behavior of a hydraulic component from its input-
output data. The main advantage of this approach is that the network structure can be determined based on the analysis 
of the input variables to output response, without trial and error, network pruning or network growing techniques. The 
process involves resolving the significant inputs through an analysis of their effects with respect to the output. The 
number of fuzzy rules is determined based on partitioning of the input-output space. The number of significant inputs 
and the number of fuzzy rules together define the fuzzy neural network structure. A hydraulic pressure relief valve is 
used to demonstrate the proposed approach. The results indicate that the structure of the fuzzy neural network deter-
mined based on the proposed approach can effectively model the dynamics of the relief valve. This work constitutes 
initial effort towards determining the structure of neural networks based on the analysis of input-output data.  

Keywords: fuzzy neural network (FNN), fluid power system, virtual prototyping 

1 Introduction  

A hydraulic system typically comprises of many 
standard components. Some examples of these standard 
components are the directional control valve, relief 
valve, cylinder, motor and variable displacement pump. 
After conceptualizing the hydraulic circuit, the designer 
will have to develop a physical prototype. The process 
involves the selection and assembly of commercially 
available components. Although the basic function of 
the same type of standard components from different 
manufacturers does not differ, their dynamic character-
istics, sizes and shapes may not be similar due to de-
sign and manufacturing variation. Hence for a fixed 
hydraulic circuit, different combinations of parts from 
different manufacturers will affect not only the overall 
system performances but also its physical structure. 
Under such circumstances, design evaluation through 
physical prototyping can be time consuming and ex-
pensive. To overcome this problem, Xiang, Fok, and 
Yap (2000) had proposed to use virtual prototyping 
technology to analyze and assess the system design.  

Virtual prototyping can be viewed as a part of the 
computer-aided design process, which employs model-  
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ing and simulating tools to address the broad issues of 
physical layout, operational concept, functional specifi-
cations and dynamics analysis under various operating 
environments (Drews and Weyrich, 1997). A virtual 
hydraulic system prototype must be able to provide to 
the designer the system behavior, structure and other 
associated product evaluation information. The model-
ing of the hydraulic components' dynamics and the 
encapsulation of these models with other useful design 
evaluation information are important issues that need to 
be addressed in the development of virtual prototypes. 
This paper focuses on the modeling of the system dy-
namics performance, which would depend on the dy-
namics of the constituent basic components and their 
interaction.  

The dynamics of a hydraulic component are usually 
non-linear due to the physical behavior of the com-
ponent. The conventional modeling approach requires 
complete understanding of the component and using 
fundamental physical principles to represent these 
characteristics. Transfer functions (for Single-Input-
Single-Output systems) and state-space equations (for 
Multiple-Input-Multiple-Output systems) are often used 
to approximate these dynamics characteristics about 
nominal operating conditions. Power bond graph 
(Dransfield, 1981) is another useful approach for repre-
senting the dynamics of hydraulic systems. This is an 
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intuitive modeling approach designed specifically for 
the description of processes that transfer energy. It is 
based on the causal effects that describe the energy 
transformations and is directly applicable to both linear 
and non-linear systems. The main disadvantage of the 
mentioned approaches is that the derivation of the dy-
namics equations of a complicated fluid power system 
can become very tedious.  

An alternative to the mentioned approach is to 
measure the component's input-output variables and 
identify the behavior through the data (Watton and 
Xue, 1995). There are many methods available for the 
identification of dynamics behavior using input-output 
data. Among these, artificial intelligence techniques 
like neural networks are becoming popular. The reason 
is that properly trained neural networks process good 
generalization capabilities and could predict the dyna-
mics behavior under other operating conditions. Given 
a set of input-output data (with N inputs, {x i | i = 1, 2 ... 
N} and one output y), a multi-layered neural network 
can always map these data with a function [f: ℜN →ℜ] 
over the compact set (Poggio and Girosi, 1990).  

The description of a component's dynamics in 
terms of input-output mapping has its advantages. It 
is quite natural for hydraulic system engineers to use 
input-output mapping to describe the behavior of a hy-
draulic component. The configuration design of a hy- 
 

draulic system is often achieved through steps of func-
tion decomposition. The engineer often tries to decom-
pose the functions and their requirements down to the 
component level. The information for the design at this 
level is basically an input to output description and the 
engineer has to search for a component that can map 
the function to the requirements. The input-output 
mapping approach is also becoming more appealing to 
the manufacturers because unlike other representations, 
the inherent details that characterize components' be-
haviors need not be disclosed and the parameters de-
scribing the dynamics are hidden within the weights of 
the neural-nets. This is important in virtual prototyping, 
as manufacturers do not need to reveal confidential data 
relating to the virtual component while allowing the 
engineers to access the dynamics for design evaluation 
purposes. To incorporate neural network models for 
virtual prototyping of fluid power systems, Fok, Xiang 
and Yap (2000) had established a framework, which 
can integrate the dynamics represented by neural net-
works with other structural and product attributes.  

The major drawback of using artificial neural net-
works for modeling hydraulic components' perfor-
mances lies in the determination of the network struc-
ture. In the work of Burton, Ukrainetz, Nikiforuk and 
Schoenau (1999), the backpropagation neural net-
works were used to map the input signal to control 
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Fig. 1: The fuzzy neural network approach 



A Fuzzy Neural Network Approach to Model Hydraulic Component from Input/Output Data 

International Journal of Fluid Power 2 (2001) No. 1 pp. 37-47 39 

action so as to control the performance of nonlinear 
hydraulic servo systems. The work indicated that 
the backpropagation neural networks have a tre-
mendous potential for industrial application of hy-
draulic servo systems. Nevertheless, the main concern 
with is approach is that there is still an element of trial 
and error involved in the determination of the appropri-
ate network structure that includes a number of hidden 
neurons. 

To determine the network structure, researchers 
have resolved to use either of the two search  
methods. The first involved network pruning. For 
example, the self-organizing neural network pro-
posed by Xue and Watton (1995) used the Group 
Method of Data Handling (GMDH) algorithm to 
model the dynamics of hydraulic components. The 
nonlinear mapping between the overall inputs and 
outputs is represented using a perceptron-type feed-
forward neural network structure, where a polyno-
mial function was applied in each layer. The GMDH 
algorithm can evolve the optimal network structure 
based on three parameters: the required RMSE 
(Root-Mean-Square Error), the maximum number of 
neurons in each layer, and the number of inputs. 
This network pruning approach essentially elimi-
nates redundant nodes. The second method involved 
growing the network. For example, the self-
organising radial basis function network using ge-
netic algorithm by Xue and Watton (1998) is based 
on the network growing approach; i.e. the number of 
hidden neurons is increased to reduce the model 
error. 

The results of the works by Burton, Ukrainetz, 
Nikiforuk and Schoenau (1999) and Xue and Watton 
(1995) (1998) indicated that the mapping of the in-
put-output requires the consideration of two factors: 
identification of the significant input variables and 
the determination of the network structure. Alt-
hough both network pruning and growing can be 
used to determine the neural-nets structure, these 
search techniques can be very time consuming. This 
paper proposes an alternative approach to determine 
the structure of a fuzzy neural network based on the 
analysis of the input-output data. The proposed fuzzy 
neural network approach is based on the concept of 
"fuzzy curve" proposed by Lin, Cunnihinghan III and 
Coggeshall (1997). An "effect" variable, which can be 
derived from the input/output data, is introduced to 
determine the significant inputs, estimate the number of 
rules needed in the fuzzy model, and determine the 
appropriate structure of the fuzzy neural network. Sec-
tion 2 describes the fuzzy neural network approach 
with the identification of the network structure using 
the "effect" variables and the network training using the 
backpropagation algorithm. Section 3 presents the 
proposed approach to map a hydraulic pressure re-
lief valve’s performance in a hydraulic pressure 
control system. Results of the performance of the 
proposed mapping are included. Based on these re-
sults, conclusions and future work are summarized 
in the last section. 

2 A Fuzzy Neural Network Modeling 
Approach 

The proposed fuzzy neural network modeling ap-
proach is shown in Fig. 1.  

2.1 Effect analysis to determine the significant  
inputs 

The proposed fuzzy neural network aims to model 
the discrete time behavior of hydraulic components. 
The "effect analysis" is used to determine the signifi-
cant inputs. To obtain the significant recurrent inputs in 
discrete time models, the extraneous inputs from the 
time history of the input/output data have to be elimi-
nated. The identification of the significant inputs could 
be accomplished using a simplified analysis of the "ef-
fectiveness" of the sampled inputs to influence the out-
put. The concept of "effectiveness" is based on the 
fuzzy logic curves proposed by Lin, Cunnihinghan III 
and Coggeshall (1997). Assume that the input/output 
data of a multi-input-single-output system contains the 
time history of "n" input candidates x i(i = 1, 2, ..., n) 
and output y. For input x i there are q sampled data 
points. The effect of the kth sampled input x i on output 
y can be defined as: 
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where x i(j) and y(j) are the jth samples of input x i 
and output y respectively, and σ is typically taken as 
about 20% of the length of the interval of x i. The ef-
fectk(x i(k)) can be viewed as the centroid of the input x i  
to output y based on a Gaussian distribution function 
centered at x i(k). For proper comparison of the effects 
for different inputs, it is highly desirable to normalize 
all the sampled data to appropriate ranges before using 
Eq. 1. 

The determination of the significant inputs can be 
based on the comparison of the range of variation of the 
effects of all candidate inputs. The larger the range, the 
larger the effect of that input on the output will be. This 
concept is analogous to examining the shift of the cen-
troid of the input to output data. If the effect of an input 
variable remains relatively constant (i.e. the range of 
shift in the centroid is small), then that input variable 
should have very little effect on the output. The range 
of effectk(x i(k)) should be normalized with respect to 
effectk(y(k)). The input variables with the relatively big 
ranges of effect values are identified as the significant 
input variables. The identified significant inputs will 
determine the number of input neurons in the input 
layer of the fuzzy neural network.  
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Fig. 2: The structure of a fuzzy neural system 

2.2 The fuzzy neural network structure  

The structure of the fuzzy neural system consists of 
components of a conventional fuzzy logic system and 
the neural network system as shown in Fig. 2. The 
fuzzy logic rule is represented as “if x1 is A1, …, and x i 
is A i, then y is B” where Ai is a vague or linguistic 
term. The fuzzification layer is used to build the ante-
cedent of the fuzzy logic rule. The output of the fuzzi-
fication layer characterizes the possible distribution of 
the antecedent clause x i is A i”. The inference layer cal-
culates the certainty of each compound proposition “if 
x1 is A1, … , and x i is A i”. This indicates how well the 
prerequisites of each fuzzy logic rule are satisfied. The 
defuzzification layer performs the rule evaluation. Fig-
ure 3 shows the structure of the fuzzy neural network 
derived from the system in Fig. 2. It is a four-layer 
network consisting of the input, fuzzification, inference 
and output/defuzzification layers.  
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Fig. 3: The structure of the fuzzy neural network 

The input layer of the fuzzy neural network has 
N+1 input nodes, where N is the number of significant 
inputs. The bias input has a constant activation value of 
1 and the bias neurons provide adjustable thresholds for 
each neuron connected to them. The number of output 
nodes corresponds to the number of output required in 
the model. The inference layer has m rule nodes. Each 
rule node represents one fuzzy logic rule, which de-
scribes the characteristics of a sub-set of input-output 
data. The number of fuzzy logic rules required will 
depend on the number of appropriate subsets in the 
input-output space. There are many methods to parti-
tion the input-output space into subsets (Juang and Lin, 
1998), like Genetic Algorithm based partition (Sun and 
Jang, 1993), grid partition and cluster partition (Ruspi-
ni, 1982). A simplified cluster-based partition approach 
based on the "effect" is used. The "effects" of input-
output data have been used to identify the significant 
inputs. From the variation of the "effect" of an input 
variable, the number of partitions required for mapping 
that input could be estimated. The process involves 
plotting effectk(x i(k)) against x i(k) for k = 1 to q. For 

any local or global maximum or minimum point in the 
"effect" versus input curve, one rule needs to be added. 
This is based on the idea that the fuzzy logic model will 
interpolate between the maximum and minimum 
points. In doing so, it essentially partitions the signifi-
cant input to output space and assigns a fuzzy rule to 
each partition. The "fuzzy" rule has the form "if x i is 
µik(x i), then y is y(k)", where µik(x i) is the Gaussian 
membership function for x i.  

Let the number of rules associated with significant 
input x1 be R1. For N significant inputs, each with a set 
of fuzzy rules, there will be N different sets of rules 
expressed as R1, R2, ..., RN. The number of rules "m" 
needed in the overall fuzzy neural network is defined as 
m = max(R1, R2, ..., RN). 

Once the number of fuzzy logic rules for the net-
work has been determined, the number of nodes in the 
fuzzification layer can be determined. The fuzzification 
layer has N ⋅ m nodes, where N is the number of signif-
icant inputs and m is the number of fuzzy rules. With 
the number of nodes in the input, fuzzification, infer-
ence and output layers determined, the network struc-
ture is fully defined.  

The defined network will function as follow: 
Layer 1: (Input Layer)  
It has N significant input nodes (i.e. input number 

{i = 1, 2, ... N}) and a bias input of value 1.  
 (1) (1)

i i inet x x= =  

 ( )(1) (1) (1) (1)
i i i iy f net net= =  (2) 

Layer 2: (Fuzzification Layer)  
It has N ⋅ m nodes. m is the number of fuzzy logic 

rules. A Guassian membership function is employed in 
the neurons. The function can be represented by: 

 (2) (1)
i ix y=  
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where m ij and σ ij are respectively the center and the 
width of the Gaussian membership function of the jth 
term of the ith input variable x i. In addition, m ij and σ ij 
form the weights and the bias between the input layer 
and the fuzzification layer. These parameters have to be 
learned through network training using the backpropa-
gation algorithm. 

Layer 3: (Inference Layer)  
It has m fuzzy logic rule nodes (i.e. rule number  

{j = 1, 2, ... m}). The fuzzy AND operation used in this 
layer is the algebraic product (Tanaka, 1997). There are 
no weights to be estimated in this layer.  
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Layer 4: (Defuzzification Layer)  
It has p output nodes (i.e. output number {k = 1, 

2, ... p}). The layer performs the Centre of Gravity 
(COG) defuzzification and gives the final network out-
put. 
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where ν jk has to be learned through network training 
using the backpropagation algorithm. 

2.3 A Parameter Learning Algorithm  

Fuzzy neural networks can be trained using any of a 
number of training methods, such as the back propaga-
tion method (Horikawa, Furuhashi and Uchikawa, 
1992), the conjugate gradient method (Leonard and 
Kramer, 1990), etc. In this work, the basic backpropa-
gation algorithm is applied to learn the parameters of 
the network: 

 
Normalize the sample input/output; 
Initialize the proposed network parameters 
Do { 
Calculate the Fuzzy Neural Network output using to 
equation (2) to (5) 

Calculate the error between the output 
(4)
ky and the 

actual target 
(4)
kd , i.e. find 

 
( )2(4) (4)

k k
k 1

1
2

p

E d y
=

= −∑
 

If (E < tolerance) or (epoch > Limit) {stop=true;} 
else { 
Calculate the back propagation of error in the lay-
ers 4/3/2. (see appendix A); 

Calculate jk ij ij, ,V m σ , and adjust the network pa-
rameters accordingly; 
   } 
} while(stop==false) 
 
The backpropagation learning uses a gradient 

search procedure to find the weights of the network. 
The process can get trapped into local minima. This can 
be avoided using the momentum term (α in Appendix 
A). The convergence rate of the process can be con-
trolled by η, the learning rate. Both the input and out-

put training data for the network should be normalized. 
The fuzzification layer weights can be initialized based 
upon the distribution ranges of inputs and output. The 
algorithms for the fuzzy neural network were imple-
mented in Java on the SGI-NT PIII542. 

3 An Example 

A circuit diagram of a hydraulic pressure control 
system using a direct acting pressure relief valve is 
shown in Fig. 4. The pump provides the pressure flow 
to the system and the pressure relief valve is used to 
control the pressure. Once the directional control valve 
is set to position ‘open’ (i.e. the situation shown in Fig. 
4), the pressure in the system will vary accordingly to 
the changing load of the flow control valve. As soon as 
the direction control valve is closed, the system pres-
sure will be limited to the pre-set pressure reference 
level of the pressure control valve.  

The dynamics of the pressure relief valve was used 
to demonstrate the use of the proposed fuzzy neural 
network because the behavior can be easily and accu-
rately modeled using bond graphs (Appendix B). The 
output was defined as present flow rate Q flowing into 
the pressure relief valve. The flow rate depends on the 
varying system load shown in Fig. 4. All the training 
data for the proposed fuzzy neural network model is 
obtained from the simulation result of the bond graph 
model. The pressure relief valve can be operated over a 
wide range of pressures and flow rates. In this example, 
it was set to operate at a pressure reference level of 30 
bar. The fixed displacement pump delivered a flow rate 
of 27.6 l/min. The pressure P and flow rate Q were 
acquired through simulation at a sampling frequency of 
500 Hz. This sampling frequency was derived based on 
the practical considerations by Watton and Xue (1995) 
in their identification of fluid power component behav-
ior. Ten recurrent pressure responses (from P,  
P-1,…P-9) and nine recurrent flow rate responses  
(Q-1,…Q-9) were selected as possible candidate inputs. 
960 data samples were used for training. Inputs were 
scaled to the range of [-1,1], while output was normal-
ized to within [0,1].  

 
Fig. 4: Pressure control system using pressure relief valve 

To find the set of significant inputs from the 19 
possible candidate inputs, the effects of the sampled 
data were analyzed. Table 1 shows the normalized 
ranges of the effect analysis of all candidate inputs. The 
results of the analysis show that Q-1, Q-2, Q-3, Q-4, P-1, 
P-2, P-5, P-6 (highlight in light gray in Table 1) have 
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Table 1: The normalized ranges of the effects of the 19 inputs with output Q 
P Q-1 Q-2 Q-3 Q-4 Q-5 Q-6 Q-7 Q-8 Q-9 
0.68 0.87 0.81 0.81 0.82 0.76 0.71 0.68 0.66 0.61 
P-1 P-2 P-3 P-4 P-5 P-6 P-7 P-8 P-9 Q 
0.89 0.8 0.67 0.68 0.89 0.84 0.65 0.71 0.76 1 

 

 
Fig. 5: The effect vs. input curves 

relative high effects on the output Q. Figure 5 shows 
the "effect" versus input curves for Q-1, Q-2, Q-3, Q-4,  
P-1, P-2, P-5, P-6. From Fig. 5, the number of fuzzy logic 
rules for the selected recurrent flow rate inputs, i.e. Q-1, 
Q-2, Q-3, Q-4 is R1 = 4 and number of fuzzy logic rules 
for the selected recurrent pressure inputs, i.e. P-1, P-2,  
P-5, P-6 is R2 = 3. Therefore, the number of fuzzy rules 
required for the fuzzy neural network is m = max(R i) = 
4 (i = 1, 2). The structure of the fuzzy neural network 
can be defined as follow:  

Input layer has N + 1 = 9 nodes: i.e. nodes for Q-1, 
Q-2, Q-3, Q-4, P-1, P-2, P-5, P-6; and the bias input of 
value 1. 
Inference layer has 4 rule nodes or neurons; 
Fuzzification layer has 8 ⋅ 4 = 32 nodes or neurons;  
Output layer has 1 node for Q;  
 
In order to make a comparison of different fuzzy 

neural network structures, six models with a different 
number of fuzzy rules (i.e. 6, 5, 4, 3, and 2 rules) and 
with different selected inputs were trained using the 

same sampled data. The learning rate was set at η = 
0.008 and the momentum rate was α = 0.4. All the 
networks were trained for 6000 epochs and all parame-
ters were found to have converged within the iteration. 
The average training time for the networks was 11 
minutes on the Pentium III computer. This is consid-
ered adequate considering the low learning rate. A 
small learning rate will normally takes a longer time for 
the parameters to converge. The performances of the 
different fuzzy neural networks were compared using 
the Root-Mean-Square Error (RMSE): 

 ( )2
d fnn

k 1

1 ( ) ( )
n

RMSE Q k Q k
n =

= −∑  (6) 

where, Qd is the desired output flow rate generated 
from simulation, and Qfnn is the actual output calculat-
ed by the network. The performance results are listed in 
Table 2.  
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Table 2: The comparison of fuzzy neural network models with different number of rules 
Inputs Number of Rules RMSE 
 6 0.0310 
Q-1, Q-2, Q-3, Q-4, 5 0.0315 
P-1, P-2, P-5, P-6 4 0.0317 
 3 0.0355 
 2 0.0462 
Q-5, Q-6, Q-7, Q-8, Q-9, 
P-3, P-4, P-7, P-8,P-9 

4 0.0735 

 
 

 
Fig. 6: The flow rate response of the trained fuzzy neural network model 

 
 

 
Fig. 7: Validating the trained fuzzy neural network model under different operating condition 
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The results indicated that there is little improvement in 
accuracy when the number of rules is increased from 4 
to 5 and to 6. The accuracy using only 2 rules is un 
satisfactory. The performance of the fuzzy neural net-
work with the set of selected inputs obtained from the 
effect analysis is better in terms of accuracy when 
compared to other inputs. Therefore, the results gener-
ally indicate that the fuzzy neural network model with 
Q-1, Q-2, Q-3, Q-4, P-1, P-2, P-5, P-6 as inputs and 4 rules 
in the inference layer is sufficiently accurate to model 
the dynamics of the relief valve in Fig. 4. The recurrent 
inputs were not ordered due to the non-linearity of the 
discrete time model. Figure 6 shows the performance of 
this trained network. The results compared with the 
actual system's response show that this trained fuzzy 
neural network can memorize the training input-output 
data. The negative flow in Fig. 6 represents conditions 
when the relief valve closes, i.e. due to the reverse flow 
in Q1 (Fig. B2 in Appendix B). Figure 7 shows the per-
formance of the trained network when subjected to in-
put data at other operating conditions. Compared with 
the simulated response, the results indicate that the 
trained network can also generalize well when given 
input data different from its training set. The results 
obtained so far mainly serve to illustrate the determina-
tion of the proposed network structure. The results in-
dicate the potential of the proposed approach to devel-
op a fuzzy neural network of determinable structure for 
input-output data mapping. As pressure and flow rate 
are commonly used in the dynamic performance de-
scriptions and specification of hydraulic systems, the 
approach can be extended for the modeling of other 
fluid power components. However, it is anticipated that 
the network performance has to be further verified us-
ing real measured input-output data containing time 
delay effects and noises.  

4 Conclusion 

The dynamics of hydraulic components, expressed 
in terms of input to output mappings, are vital for the 
virtual prototyping of fluid power systems. This paper 
proposes a fuzzy neural network approach to model the 
dynamics of a hydraulic component from the input-
output data. The proposed approach has advantages 
compared with other neutral network approaches in 
terms of identification of the significant input varia-
bles and the determination of the network structure 
from analysis of the input-output data.  

The paper introduces an "effect" variable, which 
can be used to identify the significant inputs from the 
original input/output. The variation of the "effects" of 
the significant inputs can also be used to determine the 
number of fuzzy logic rules and the structure of the 
network. The fuzzy neural network can be trained using 
the back propagation learning algorithm. An example 
using the proposed approach to model the simulated 
dynamics of a hydraulic pressure relief valve is pre-
sented. The performances indicate that the proposed 
fuzzy neural network can be used to effectively map 
the simulated input to output behavior of the hydraulic 
component. Future work will involve: 

The investigation of the performance of the network 
based on measured data with time delays and noise; 
Application of the concept to determine the structure of 
other types of neural networks from the analysis of the 
input-output data; Integration of the neural network 
model with 3-D geometrical data and product infor-
mation for virtual prototyping. 

Nomenclature 

A Spool's bottom area 
Cp Effective capacitance of the fluid and the 

pipe 
Cs Elastics of the spring in directory pressure 

relief valve 
dk Desired output of the network 
E  Error between desired output and neural 

network output value 
effect(x i) effect of x i on output 
IFlow coefficient Mass of the pressure relief valve’s spool 
net i, net ij Net input to the network layer 
m ij Center of the Gaussian membership func-

tion. 
P, P-d Pressure and it's discrete value 
Q, Q-d Flow rate and its discrete value 
N The number of significant inputs 
m The number of fuzzy logic rules 
Rh Resistance along the alternative path in 

the relief valve. 
R l Resistance of the leakage in the pump 
Rs System resistance caused by system load 
Rv Resistance of flow through the relief 

valve 
Se Force source in Bond graph model 
S f Flow source in Bond graph model 
x i, x i(k) Neuron's inputs, and kth sample of neu-

ron's input x i 
xm Spool's movement 
xm0 Initial overlap of the spool in pressure 

relief valve 
y i, y i(k) Neuron outputs and kth sample of neuron's 

output y i 
V jk Weight between inference and defuzzifi-

cation layer 
v Spool's velocity 
σ, σ ij Width of the Gaussian membership func-

tion 
δ Back propagation of error 
η Learning rate of the neural network 
α Momentum of the neural network 
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Appendix A: The backpropagation Algo-
rithm 

The basic back propagation algorithm is presented 
in this appendix. The main goal of the supervised learn-
ing is to minimize the error function, defined as: 

 ( )2(4) (4)
k k

k 1

1
2

p

E d y
=

= −∑  (A.1) 

where, (4)
kd  is the desired output and (4)

ky  is the actual 
output of the kth output node.  

After random initialization of the network parame-
ters, the training data are input into the network. The 
input signals are allowed to propagate through the net-
work to obtain the calculated outputs. Based on the 
errors generated between the calculated and desired 
outputs, the back propagation process can be described 
as: 

Backpropagation of error in output layer: 
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Backpropagation of error in inference layer: 
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Backpropagation of error in fuzzification layer: 
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where η is the learning rate, and α is the momentum 
parameter. Equations (A.4), (A.8) and (A.10) are used 
to update the weights in the fuzzy neural network. 

Appendix B: Bond Graph model for the 
pressure control system using the direct 
control pressure relief valve 

The example pressure control system is shown in 
Fig. 4. Figure B1 shows the Bond graph of the pressure 
control system used in the circuit of Fig. 4. The com-
pressibility of the flow in the pipe is taken into consid-
eration and is represented as Cp. R l is the leakage in the 
pump, and Rv is the resistance of flow through the re-
lief valve. Rh is the resistance along the alternative path 
in the relief valve. RS is the system resistance caused 
by system load and is used to set the different operating 
conditions in the system. When the directional control 
valve is shut, Rs is regarded as ∝. Se represents the pre- 
set spring force. S f is the flow source and represents the 
constant flow from the pump. Cs represents the 
spring’s 
 

 v
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Q2

 Rv Rl
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 xm

 0  1  TF  1
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Fig B1: The bond graph of the pressure control system 
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Fig B2: Internal structure of direct pressure relief valve 

elasticity and Iv is the mass of the relief valve’s spool. 
The internal structure of the direct pressure relief valve 
is given in Fig. B2. The flow rate passing through the 
relief valve consists of two parts: Q1, Q2. Q1 is the 
flow that passes through a resistant hole located at the 
bottom of the valve’s spool. Q2 is the main flow that 
passes through the valve.The equations generated from 
the bond graph model are: 
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 2 m m00 ( )Q x x= ≤  

v is the spool’s speed, xm is the spool’s movement, P 
and Q are the pressure relief valve’s pressure and flow 
rate respectively. The following values were used in the 
simulation: xm0 = 0.14 (cm); Cp = 0.8⋅10-12 (m3/Pa); S f = 
4.6⋅10-4 (m3/s); d = 1.2 (cm); Iv = 6.15⋅10-2 (Kg); Rh = 
3.92⋅1010 (Pa s/m3); Rl = 1.47⋅1011 (Pa s/m3); Cs = 2⋅10-

5 (m/N); and K = 0.7.  
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To simulate the relief valve's dynamics at different 
work conditions, the different values for Rs were used.  
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