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Abstract

Online social networks (OSNs) represent powerful digital tools to commu-
nicate and quickly disseminate information in a unofficial way. As they are
freely accessible and easy to use, criminals abuse of them for achieving their
purposes, for example, by spreading propaganda and radicalising people.
Unfortunately, due to their vast usage, it is not always trivial to identify
criminals using them unlawfully. Machine learning techniques have shown
benefits in problem solving belonging to different application domains, when,
due to the huge dimension in terms of data and variables to consider, it is not
feasible their manual assessment. However, since the OSNs domain is rela-
tively young, a variety of issues related to data availability makes it difficult
to apply and immediately benefit from such techniques, in supporting the
detection of criminals on OSNs. In this perspective, this paper wants to share
the experience conducted in using a public dataset containing information
related to criminals in order to both (i) extract specific features and to build a
model for the detection of terrorists on Facebook social network, and (ii) to
highlight the current limits. The research methodology as well as the gathered
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results are fully presented and then the data-related issues, emerged from this
experience, are discussed (∗).

Keywords: Internet-based crimes, criminal detection, cyber-criminality,
online social network analysis, radicalization, terrorist networks, machine
learning.

1 Introduction

The process by which an individual or group comes to adopt increasingly
extreme political, social, or religious ideals and aspirations that reject or
undermine the contemporary ideas and expressions of the nation is called
radicalization. It can be both violent and nonviolent, although most academic
literature focuses on radicalization into violent extremism [35, 36]. Europe,
and in particular the CEE region, is experiencing, for example, a rise in
polarizing political and social movements characterized by Euroscepticism,
chauvinism and xenophobia, radicalization and incidents of violent extrem-
ism. Far-right movements have gained momentum in Poland and Romania
paralleled by increasing community tensions and radicalization of at-risk-
groups. Germany’s recent elections saw AfD achieve a vote-share not seen
by a far-right party since the 1930s [51] reflecting a broader rise in populism
and polarization also elsewhere in Europe [52]. There are multiple pathways
that constitute the process of radicalization, which can be independent but are
usually mutually reinforcing.

Thanks to the rapid growth of the information technology (IT) such
phenomena are simplified and, especially, the use of OSNs in everyday life,
makes the communication and interaction among people living in different
geographical locations easier. Indeed, not only is it possible to get in touch
with known people, but also to meet new users and establish connections,
based on common interests and ideologies, that go from a simple knowledge
and friendship to even business relationships [12].

Unfortunately, not only are the social networks used from inoffensive
members of the society but also for supporting the organization and execution
of illegal activities. There exist groups of users, who commit criminal acts
against the law in order to achieve their personal goals using Internet-based
technologies [56–58]. These groups learned to use the achievements of the
technological progress for their own purposes by coordinating their actions
as well as carrying out illegal operations online [30]. Organized Crime (OC)

(∗) This work is an extension of the paper [59].
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and Terrorist Networks (TNs) represent the main criminal groups that benefit
of IT advancements [1, 29]. Specifically, OC is mostly oriented to obtain
economic gain on a large scale through smuggling goods, money laundering,
credit card fraud, or online sex fraud. Whereas, TNs are usually motivated
either politically or religiously as well as ideologically by spreading radical
beliefs, false news and propaganda as well as by brainwashing people and
recruiting new one.

Facebook, as well as Twitter, for example, play the major role in this
context because of their popularity [27, 28]. Millions of users publish daily
billions of posts through them, as they are freely accessible and provide low
publication barriers for both posting and viewing information. Because of the
size and variety of the network, it is not trivial to identify online criminals
who abuse of such digital tools for their purposes. Indeed, the identification
of criminal’s users is not a trivial task due to the huge amount of information
and, in principle, because of the lack of proper models and tools [8].

In this context, the paper discusses the experience of using machine learn-
ing algorithms for supporting the detection of criminals on social networks,
by highlighting the current limitations in defining detection models due to
the lack of adequate data. Specifically, a feature-based model is first defined,
on the basis of a public dataset related to terrorists called John Jay & ARTIS
Transnational Terrorism Database [23], and then experimented on a Decision
Tree, a Support Vector Machine, and Artificial Neural Networks [31–33]. The
gathered results are presented as well as the main criticalities and current
limits, that emerged, are highlighted.

The rest of the paper is structured as in the following: the growing
popularity of Facebook over the year and its role in the society is discussed in
Section 2; whereas in Section 3, the related works related to crime detection
approaches on social networks as well as research projects are reported;
the background on the exploited machine learning techniques is provided in
Section 4. The proposed methodology and the defined detection model is
described in Section 5; whereas results evaluation and data-related issues are
discussed respectively in Section 6 and Section 7. Section 8 summarizes and
concludes the paper.

2 The Role of Facebook in the Society

A media, in the classical sense, is a communication means that allows people
to spread and disseminate news on a large scale, typically, according to a one-
to-one or one-to-many model. With the introduction of the Web, there has
been an evolution of this concept, giving rise to “Social media”. It represents
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Figure 1 Popularity of Facebook in modern society [41].

a change in the way the people discover, read and share news, information and
content, by allowing a more interactive communication, based on a many-
to-many model [40]. A further evolution is represented by OSNs, which
not only allow to generate and distribute information through electronic
communication but they try to emulate the social life of people through the
creation and maintenance of personal and business relationships online.

Facebook, for example, is one of the most popular social network and
microblogging website. With 2.41 billion monthly active users as of the sec-
ond quarter of 2019 (see Figure 1), it is the biggest social network worldwide,
where 76% of users spend in average 35 minutes to check it [41].

The main advantages of Facebook rely on being free and providing
low publication barriers for both posting and viewing textual information,
popularly known as “post”. Furthermore, additional multimedia data such
as images and videos can be easily integrated to a post by directly upload-
ing them or through external entry via URL, when a more elaborated and
complex information has to be widespread.

The concept of relationship among users is realized through the “friend-
ship” functionality, which enables people to visualize each other user profile,
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activities and published or shared posts. Whereas, the interaction among
users is based on the sharing each other posts on their profiles, as well as
by commenting somebody’s post or simply expressing a sense of agreement
or disagreement through predefined images, called “emoji”, in regard to a
specific post and its associated content.

Aside these benefits, Facebook provides an easy communication tool for
many criminals or terrorists, who can use the potential of Internet to get in
touch with new people around the world quickly, to create communities and
discussion groups, to spread propaganda and so on. Indeed, as it is reported on
the [42], 837 million pieces of spam and 2.5 million pieces of hate speech and
disabled 583 million fake accounts globally in the first quarter of 2018 were
taken down, due to broke of policies on coordinated harm and inauthentic
behaviour, as well as attacks based on race, gender or sexual orientation.

Due to these reasons Facebook has been considered as reference OSN
in order to explain and share the conducted authors’ experience in detecting
radicalized criminals on social networks.

3 Related Work

The investigation and detection of criminals is an activity that has always
existed. Thanks to the advance of IT technology, even the criminal world
has moved towards the cyber domain, which makes its monitoring and
control more complicated for the Police Forces (PFs). As a consequence,
the interest in supporting the discovering process of Internet-based crimes
and identify online-criminals is proved by an increasing varieties of research
efforts towards this direction. In particular, in Section 3.1 model and methods
for supporting crime detection on social networks are discussed, whereas
ongoing and past research projects are described in Section 3.2.

3.1 Crime Detection Approaches on Social Networks

A major approach to study social networks is called Social Network Analysis
(SNA) [43]. It is a technique for modelling the communication patterns
among individuals in a way that illuminates the structure of the network and
the importance of individuals within it, in order to understand the human
behaviour and its evolution.

Particular attention is devoted to Facebook [44]. Some research efforts
have been conducted by employing SNA, such as in [45] where, starting
from the monitoring of user’s activities of terrorist groups on Facebook, an
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algorithm, based on a centrality approach, has been proposed to discover the
most active users in the group, who were able to recruit the highest numbers
of new users. In [46] instead, a system for crawling and analysing organized
crime communities on Facebook has been proposed. Specifically, different
heuristic algorithms have been implemented in order to extract specific prop-
erties (i.e. video, audio and text) of Facebook’s social graph, and particular
user interactions, in order to highlight specific users’ relationships. Whereas,
a forensic algorithm on Facebook, by using Natural Language Processing
(NLP), has been proposed in [47]. It aimed to support and be beneficial about
investigation for legal proceeding as well as to facilitate the police or people
who take a part in the operation on law for the identification of users, who are
related to computer crimes.

Further models and algorithms have been proposed with the aim to
enhance the identification of unseen connections between users, based on
other common characteristics [20]. In [19], a model for the collection of data
coming from social media and, in particular, regarding jihadists is defined by
proposing best practices based on the concept of followers, friends, retweets
and mentions. Whereas in [14], a system for the detection of online jihadist
has been proposed by combining Natural Language Processing and Machine
Learning techniques. A further research contribution is presented in [16],
where a machine learning based model, for the identification of online users,
who disseminate propaganda via Twitter, is described. In [13], a system for
supporting the surveillance and monitoring of cyber-trafficking, whose com-
munication is centred on social media, is proposed. Furthermore, some case
studies on social networks, where the criminals exploit Twitter as means to
communicate among each other in order to organize their criminal activities,
are presented in [22, 53–55].

Further models to discover criminal networks are described in [24].
Some of them (such as GDM, OGDM, SoDM, ComDM and XSDM), work
with different data, like criminals’ surname and home-town similarity, crime
location (GDM and OGDM), or social-cultural data (SoDM). For example,
the ComDM (Combined Group Detection Model) is a model, based on
OGDM and SoDM, that was developed in order to benefit from maximum
similarities of criminal behaviour (e.g. choice of crime location, time and
modus operandi) between criminals and use of demographic similarities,
for example family relations and related one, such as same home-town
circumstances [25, 26]. XSDM (Extended Social Detection Model), in turn,
overcome some weaknesses of its predecessor, SODM (Social Detection
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Model), by considering also other attributes related to living in the same
neighbourhood.

Other research studies are centred on the exploitation of artificial neural
networks (ANNs) in order to enhance the public surveillance, as described
in [21]. Whereas, in more recent research activities, ANNs are adopted for
supporting the crime scene prediction by detecting threatening objects [18].
The crime investigation and analysis with particular attention on homicide
cases is discussed in [17], whereas in [15], ANNs are used to model legal
system analogous to recent decisions on the basis of past court decisions in
case of murders.

3.2 Research Projects

The interest in supporting the detection of criminals in the cyber-space is also
proved by the increasing number of research projects that focus on different
topics in this field.

CHAMPIONs, for example, is an ongoing research project [48]. Its cen-
tral action is to establish permanent offline working groups combining FLPs
(first-line-practitioners) of different disciplines, professions and institutions
or agencies, to jointly develop effective detection and response solutions to
counter radicalized criminals, build resilience and protect vulnerable groups
in their local communities. The ARMOUR project instead aims to address
societal polarization caused by the adoption and spread of extremist ideolo-
gies by creating an interdisciplinary model of learning [49]. Another recent
project, called TAKEDOWN, that was focused on Organized Crime and
Terrorism, aimed at providing resources, tools and services, for First Line
Practitioners (FLPs) and public, in order to prevent and counter extremism
and crime [37, 38]. CAPER (Collaborative information, Acquisition, Pro-
cessing, Exploitation and Reporting for the prevention of organised crime),
was another Security Research Project created in cooperation with European
Law Enforcement Agencies (LEAs), that aimed at building a common col-
laborative and information sharing platform for the detection and prevention
of organized crime, through the exploitation of Open Source Intelligence
(OSINT) [50].

Another previous project in the field of criminal networks was COPLINK,
a system for supporting collaboration, information and data sharing about
crimes among LEAs. Based on that, Xu [4, 10] elaborated the so called
CrimeNet Explorer [9, 11], by performing entities extraction from police
narrative reports, and then using them in order to build links between entities
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among documents and hidden criminal networks. A clustering algorithm
based on mutual proximity, to identify links between offenders, and to detect
previously unknown groups was used. Another project, called FLINTS [6],
used soft behavioural and hard forensic (e.g. fingerprints, DNA) to enable
analysts to create graphical representations of the relationships among crimes
and criminals. Whereas, in the context of Internet-based crime, the FinCEN
project [5] aimed at identifying money laundering networks by comparing
financial transactions.

In addition, as discussed in [6], an analysis of cases of burglaries was
documented in the context the OVER project, whereas in [7], a similar work
on detention of the clusters to filter the surplus of information on possible
terrorist networks was carried on. It aimed to present the police a viable and
limited subset of suspects to work on. Other research efforts focused, instead,
on the behaviour modelling of sexual offenders, based on clustering methods,
as described for example in [2, 3].

The above mentioned models considered, for the discovering of criminal
networks, patterns of threatening activity, co-offending feature (e.g., who
committed crime with when), crime features (crime locations, crime dates,
modus operandi), social features (criminal’s surname, home-town informa-
tion, same neighbourhood). However, other information which might be
retrieved from public social network and that could be used for criminal’s
investigation are neglected as well as the ratio and the way of selecting
specific features is not clear. In this direction, this research work wants to
contribute by sharing the authors’ experience gathered during the identifi-
cation and exploitation process of additional users’ features which can be
used during the investigation and detection of criminals on social network by
highlighting the occurred issues.

4 Background

In this Section, an overview on the machine learning techniques, which are
considered in this work, are presented. Machine learning (ML) is a data
analysis approach, based on computational algorithms that are able to learn
directly from the data without a predefined model.

In principle, the more examples are available the more precise is the algo-
rithm defined, which can improve its performances by adapting it. Through
ML patterns from which to extract information that is used to make better
forecasts, prediction and decisions are identified. Thanks to the huge amount
of available data, it represents one of the most popular data analysis based
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approaches. It is adopted in several fields by facing with aspects regarding
(i) computational finance for the evaluation of credit risk and algorithmic
trading; (ii) image processing and artificial vision for facial recognition,
motion detection and object identification; (iii) computational biology for
the diagnosis of tumours, pharmaceutical research and DNA sequencing; (iv)
energy production for price and load forecasts; (v) automotive, aerospace and
manufacturing sectors, for predictive maintenance; (vi) natural language pro-
cessing for speech recognition applications and so on. Among the different
machine learning techniques available in literature and their variants, some
of the most popular one that are considered in this paper are: Decision Trees
(DTs), Support Vector Machines (SVMs), and Artificial Neural Networks
(ANNs), which are below introduced.

In particular, DTs are tools based on a tree-model [32]. A DT is navigated
from the root to the leaves, each intermediate node represents a decision point
and the ramification represents the property that leads to a particular decision.
The predicate that is associated with each internal node, which is used to
discriminate among the data, is called split condition. When a leaf is reached
by navigating the tree, not only a particular classification is associated to the
input instance, but thanks to the path, it is possible to understand the reason
of a particular result.

SVMs are linear models for classification and regression problems which
are used to solve linear and non-linear problems [31, 39]. The idea of a SVM
is based on the definition of a line or a hyperplane which separates the data
into classes. So based on given labelled inputs, the algorithm produces in
output hyperplane-based model which is able to classify new instances. Given
a set of training examples (training set), each of which is labelled with the
class to which the two classes belong, an SVM training algorithm constructs
a model that assigns new examples to one of the two classes, thus obtaining
a non-probabilistic binary linear classifier. A SVM model is a representation
of the examples as points in space, mapped in such a way that the examples
belonging to the two different categories are clearly separated by the widest
possible space. The new examples are then mapped in the same space and
the prediction of the category to which they belong is made on the basis of
the side in which it falls. In addition to linear classification, it is possible to
use SVM to effectively perform non-linear classification using the so called
kernel method, by implicitly mapping their inputs into a multi-dimensional
feature space.

ANNs are computational models, which are, instead, able to represent
knowledge based on massive parallel processing and pattern recognition
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based on past experience or examples. ANNs are inspired by biological
networks in which: (i) the information processing occurs at several simple
elements that are called neurons; (ii) signals are passed between neurons
over connection links; (iii) each connection link has an associated weight,
which, in a typical neural net, multiplies the signal transmitted; (iv) each
neuron applies an activation function (usually nonlinear) to its net input (sum
of weighted input signals) to determine its output signal. A ANN is defined
through an initial layer on the basis of the available inputs, a final layer which
represents the output of the computation and a hidden layer which is defined
in terms of potential multi-layers through which the inputs undergo various
transformations and calculations steps as long as the final layer is reached
and the output is generated [10]. Thanks to the flowing of the information
through such computational steps the structure of a ANN can change by
adapting it as well as by learning, in order to identify relationships between
inputs and output and the ability of pattern makes ANNs a good alternative
classification and forecasting tool in several application domains such as
Forecasting/Business, Image Processing and Character recognition [33].

The above mentioned techniques represent different way to approach a
classification problem. In the next Section, the proposed model is presented
and then its assessment is conducted by using it to train different classifiers in
order to evaluate and compare its performances. Additionally, a customized
ANN based on multiple input layers is also proposed and compared respect
to the above mentioned techniques.

5 An Analysis Method by Using Machine Learning

In this Section, the adopted research method, centred on machine learning,
is presented. In particular, an overview of the exploited dataset is firstly
provided, secondly the concepts and the workflow are illustrated, then the
identified features are described, and finally the implementation details are
shown.

5.1 Dataset Description

Before illustrating the adopted methodology, the reference database, which
is called John Jay & ARTIS Transnational Terrorism Database and that is
publicly available, is introduced [23]. It contains a dataset of 2157 entries
consisting of 52 attributes which are used to describe individuals. Different
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characteristics related to the demographic, organizational, and behavioural of
each person are collected. For example:

– demographic data contains socio-economic and country-specific infor-
mation, which might be used for evaluating theories concerning what
motivates political violence (for example, poverty might represent a
catalyst factor for specific actions or people reactions), as well as for
determining the relative representation of countries in the database;

– organizational data describes the position that individuals ultimately
attained within their respective groups. Although such information is
preliminary, it might be useful for developing network maps describing
organizational structure in order to understanding to what extent groups
structurally differ from each other.

– behavioural data, related to terrorist events in which individuals take
actively part, such as level of participation, played role and so on.

Personal information is neither available nor derivable from them.
Whereas, attributes regarding characteristics such as, age, gender, as well as
of cultural nature such as city of birth, religion, and others related to the
education level, such school level and type of education are available. More
detailed information about the dataset description is available online [23].

5.2 Concepts and Workflow

The overall research method, which is organized in lanes named Concept
and Workflow, is illustrated in Figure 2. In particular, the Concept lane aims
to describe the conceptual process that has been conceived to conduct such
experience by identifying 4 main logical parts: Reference Domain, Expertise
and Based knowledge, Observed Source, and Analysis Technique.

More specifically, the Reference Domain part concerns the concepts
related to the interpretation, extraction and formalization of data that can be
used for the generation and derivation of additional information, which is
not a-priori evident. A reference domain can be provided in a textual or ver-
bal (e.g. structure, unstructured or semi-structured) format, in mathematical
formalism (through formulas) or in any other representation.

The Expertise and Base knowledge part concerns the actions related to
the identification, distillation and extraction of hypothetical data that are con-
sidered relevant for the purpose of the desired analysis. The choice of what to
use can be motivated and justified on the basis of previous experiences, that
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Figure 2 Research method: Conceptual approach and actual workflow.
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is to say, guided by the related works, by best practices and/or through the
support of domain experts.

The Observed Source represents the environment in which a specific
study of interest is to be conducted. It has to do with the feasibility of the
problem to be analysed on the basis of the available knowledge. In this case,
it is important to find the trade-off between (i) the level of availability of the
hypothetical data that would be good to have in order to observe a particular
phenomenon, and (ii) the actual available data to be able to concretely study
the problem in a practical way.

The Analysis Technique represents the last part of the conceptual flow,
which is related to the choice of the formal tools (such as, statistics, machine
learning, as well as key performance indicators and metrics) to be used in
order to study and evaluate the case under consideration.

Starting from the above described logic concepts, a Workflow, which
allows in a concrete way to lead the study, has been defined. It consists of
a sequence of 5 main steps: Feature Extraction, Feature Selection, Dataset
Filtering, Dataset Expansion and Dataset Splitting. In particular,

• the Feature Extraction step is typically dataset-independent. It aims to
identify all potential characteristics (or features), within the Reference
Domain, that are considered relevant for the study to be conducted. In
this case, the ratio of choosing such a data is driven by Expertise and
Base Knowledge, such as literature review or from domain experts by
extracting the candidate features;

• the Feature Selection step is, instead, typically dataset-dependent. Start-
ing from the overall candidate features extracted in the previous step,
it aims to select only the characteristics that match those, which are
actually available in the considered dataset, but also in dependence with
the Observed Source (e.g. an OSN).

• after the selection of the actual available features, the Dataset Filtering
step takes place. This step, guided by the identified characteristics, aims
to generate a dataset cleaned from values that are neither useful nor
usable for the purposes of analysis in progress. This means that all the
available instances are extracted by considering only the selected fea-
tures in order to generate a database containing only the characteristics
which are considered important for the analysis to be conducted;

• the next step, called Dataset Expansion, is optional and it depends
from the size of the dataset. It aims to enlarge the database (e.g. by
duplicating, introducing, sampling instances), as described in [19], in
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case the available instances are not enough for the analysis that has to
be conducted. This step might very expensive from the temporal point
of view;

• at the end of the above mentioned steps, the necessary data for conduct-
ing the analysis is available. The Dataset Splitting step aims to divide
the overall dataset into 2 subsets: Training set and Test set. In particular,
the Training set is provided in input to a classifier in order to train
appropriately the model, which is built on the basis of the identified
features, whereas the Test set is used to validate it.

The above described step-by-step workflow has been applied to the JJATT
dataset, described in Section 5.1, in order to illustrate the proposed method,
whereas the identified features are presented in the subsequent section.

5.3 Features Identification

As before discussed, the employment of online social networks (OSNs)
for conducting illegal activities is becoming more popular due to different
advantages for criminals. OSNs allow them to perform their tasks virtually,
so as to reducing the risk of being physically exposed, thanks to activities’
dematerialization, that are mainly supported by computer techniques by
making anonymous their execution. As a consequence, the selection and
combination of features that characterize a criminal profile is not trivial, since
it can depend not only on the number of the involved variables, but also on
their combination.

As a consequence, the feature identification process is one of the most
important step of such approach by considering the social network per-
spective. In this case, it has been performed both by applying the above
described methodology and through the support and the supervision of the
Valencia Local Police (VLP) in Spain [34], as domain experts in the field.
In particular, the first step of the methodology has been supported through the
best practices provided by the VLP, where a set of candidate characteristics,
that are considered relevant, have been selected (e.g. Age, Family, Intimate
relationships, Associations, Prison, Religion, Occupations). Due to its popu-
larity (as discussed in Section 2), the reference social network considered in
this context is Facebook. According to the second step of the methodology,
from the 52 attributes available in the dataset, a reduced set of 6 features has
been selected, by crossing these characteristics with both those available in
the dataset and subsequently with the metadata available on Facebook. This
means that, circa the 88.5% of the data available in the dataset have been
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discarded, since it was not possible to find a match with those retrievable
from the social network. In particular, the remaining and useful identified
features are the following one:

– Educational Level: this feature provides information regarding the level
of education of an individual, because people with a higher level of
education have more capacity and freedom of choice; we considered
“Under graduated” if one did not achieve at least a bachelor degree and
“Graduated” for all persons who got at least a bachelor degree;

– Type of Degree: this feature provides information on the type of skill
possessed by a person, and consequently on the type of exploitation that
can be taken from it;

– Marital Status: it provides information on the marital status of an indi-
vidual, as, typically, married people, especially with kids, are less prone
to be involved in illegal activities, in order to avoid risk for the own
family;

– Occupation: this feature aims to provide knowledge about the occu-
pational status of a person, which can be interpreted as level of job
satisfaction by considering the owned type of degree;

– Religion: this feature provides information about personal beliefs,
because people are often motivated in conducting crimes due to par-
ticular beliefs related to specific religions;

– Age: it is an important factor, as the way of thinking of the individual
and their decisions can vary according to their age. In this case, 3 main
categories have been introduced: “up to 25”, “between 26 und 45” and
“older than 45”. The reason of choosing these intervals is related from
one site to the education – as most of the people are still studying until
25 years – and from the other side, to marriage status – as most of them
tends to create a family within the age of 45 years.

The derived features, as well as specific values or intervals which are iden-
tified to discriminate among possible classification, are reported in Figure 3.
By analysing them, 2 specific groups emerged. In particular,

(i) Age and Religion are considered semi-dependent features, that is, these
are characteristics that have a strong ethnic-cultural or biological root
and, as a consequence, they are not strongly connected with the personal
lifestyle of a person; whereas

(ii) Educational Level, Type of Degree, Occupation and Marital Status can
be, instead, considered dependent features, that is to say, these are
characteristics that might be strongly dependent on the lifestyle of the
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Figure 3 Reference model, feature categories and range of values.

individuals, the living environment as well as the family standard of
living.

Starting from those selected features a database containing only the
relevant values has been generated. Then the dataset expansion step has
been applied by manually selecting data profile in order to obtain a balanced
dataset containing terrorist related profiles and non-terrorist related profiles
for a total of 269 entries in total. 85% of the entries have been used as training
set and 15% as test set by experimenting different algorithms.

Additional details regarding the technical implementation are explained
in the subsequent section.

5.4 Implementation Details

The above described features were tested using 3 types of classifiers in
order to assess whether and how the performance varies based on a spe-
cific technique rather than another. In particular, a Decision Tree (DT), a
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Figure 4 Two-level inputs artificial neural network.

standard Artificial Neural Network (ANN) and a Support Vector Machine
(SVM) have been implemented, trained and evaluated based on the identified
characteristics. The details on the functioning and characteristics of these
algorithms have been already reported and discussed in Section 4. Further-
more, considering the resulting groups of features, as shown in Figure 3,
a particular version of ANN has been implemented, considering multiple
inputs. Figure 4 shows a graphical representation of the implementation based
on two input layers. In particular, Age and Religion belonging to the Semi-
dependent features group are used as first input of the network and they
generate the input of the Combined_layer; whereas Education Level, Type of
Degree, Occupation and Marital Status, that belong to the Dependent features
group, do not play any role at the first input level, but they are combined in
the ANN for generating the input of the Hidden_layer.

A sigmoid has been adopted as activation function, which introduces non-
linear properties in the ANN. In particular, the activation function needs



220 A. Tundis et al.

to be differentiable which is important to support the optimization strategy
based on backpropagation mechanisms in order to reduce the error during
the prediction. For this reason, the sigmoid represented in Equation (1) is
adopted. It worth noticing that without it, the proposed ANN would be a
simple linear model with a lower level complexity and less power to learn
complex functional mappings from data.

Sigmoid(x) =
1

1 + e−x
(1)

The pseudo-code of the algorithm which has been defined and used to imple-
ment the above sketched neural network is reported in Algorithm (1), whereas
the DT, SVM and the standard ANN algorithms have been implemented by
using standard Python APIs.

The next section provides an overview of the conducted experiments by
discussing the obtained results as well as by highlighting the issues that
emerged during such analysis.

6 Results Evaluation

In this Section, the assessment of the identified features is reported. It has
been conducted by evaluating their performance, in detecting criminal pro-
files on Facebook, through the trained classifiers described in Section 5. The
evaluation criteria are based on the confusion matrix by computing the True
Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN),
from which the following three reference indicators are derived.

Accuracy, which elucidates in classification problems the number of
correct predictions made by the model over all other kinds of predictions,
that is, the degree of closeness of measurements of a quantity respect to the
true value (see Equation (2)).

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Recall, which measures the proportion of actual positives that are cor-
rectly identified as such (see Equation (3)).

Recall =
TP

TP + FN
(3)
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Algorithm 1: Pseudo-code of the Proposed Multi-level Inputs Artificial Neural Network
Input featuresList=list{f1,1, f1,2, f1,3,. . . , f2,1,f2,2, f2,3,. . . , fj,i,. . . ,fn,m}; //fj,i is the
feature i belong to the group j;
Input trainingSet = list{(e1,v1), (e2,v2), (e3,v3),. . . ,(ek−1,vk−1), (ek vk)}; list of k
instances/examples e and related actual value v used to train the Neural Network Model;
NeuralNetworkModel nnm;
ActivationFunction sigmoid=1/(1+np. exp(−x));
parameter λ; // learning rate
parameter δ; // error
ListOf Layer loL;
ListOf Weights loW;
ListOf Connection loC;
lastLayer LL;
float eval;
//generation of the hidden layers
for each j in featuresList{

loL.generateHiddenLayer(j);
}
nnm.add(loL);
//create connection among input and layers and then add further inputs

for each j in featuresList{
for each i in featuresList{
//build the connection
loC.buildConnection(loL(j), i);
//generate the weight on the generated connection
loW.generateWeights (j, i);
}
//update the hidden layer by the new inputs
for each i in featuresList{
loL(j).appendAll (featuresList((j+1, i));
}

}
nnm.add(loC);
nnm.add(loW);
nnm.add(sigmoid);
for each k in trainingSet {

integer h = getNumberOf Layers(nnm);
evalk ← evaluate (nnm, ek, λ);
if (|evalk-vk| > δ)
for each j in loL{

loW(h–j).backPropagationUpdate (λ);
}
return nnm;
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Figure 5 Results evaluation of the machine learning algorithms.

Precision, which measures the proportion of actual negatives that are
correctly identified as such (see Equation (4)).

Precision =
TP

TP + FP
(4)

Figure 5 summarizes the results in the detection of criminals’ profiles on
Facebook by showing the accuracy, recall and precision obtained from the
experimented classifiers.

In particular, since ANNs are based on two parameters, i.e. learning rate
and epochs, during validation process several values have been considered for
each of them. So, as learning rate the following values were chosen: 0.005,
0.01, 0.05, 0.1, whereas the epochs’ values are the following one: 1000,
5000, 10000, 15000. As a consequence, the performance of each algorithm
was evaluated by considering iteration steps, learning rate, and epochs when
applicable. The diagrams represented from Figure 6 to Figure 9 show the
performance evaluation in terms of average accuracy value, which has been
computed for all four experimented classifiers.

Figure 6 presents the results by using a learning rate = 0.005. The best
results for this value of learning rate were achieved from the Decision Tree,
followed by the MLP, the proposed method and SVM.
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Figure 6 Average accuracy value with learning rate 0.005.

From Figure 7, with a learning rate = 0.05, similar values can be observed
from the proposed 2-layer ANN, Decision Tree, SVM and the MLP standard.
No crucial improvements of the accuracy emerged even the change of the
epochs’ values. However, the proposed ANN delivered the better results.

In Figure 8, with a learning rate = 0.01, it is possible to observe the
dynamic behaviour of the proposed method, which does not occur in the other
algorithms, whose accuracy increases by increasing the epochs.

In Figure 9, with a learning rate = 0.1, the best results are achieved by the
Decision Tree, followed by the MLP, the proposed ANN and SVM. However,
it is also possible to observe an increase in the accuracy of the proposed
method in relation to the epochs’ values.

Thus, according to the gathered results by applying the defined model,
which is centred on the identified features, it can be seen that any algorithm
provided optimal results, as the accuracy varies between 57.5% and 79%.
Even if varying the parameters setting in terms of epochs, learning rate and
iterations, no particular improvement emerged, which can be interpreted with
a modelling problem. Since the model is, in turn, based on the input data, here
emerged the gaps due to the lack of proper data related to the phenomenon
under study, which are identified and described in the next section.
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Figure 7 Average accuracy value with learning rate 0.05.

Figure 8 Average accuracy value with learning rate 0.01.
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Figure 9 Average accuracy value with learning rate 0.1.

7 Discussion on the Emerged Issues and Limits
in the Data

From the conducted evaluation, it is notable that none of the methods excels
in the classification. In particular, the lack relies in the currently available
data that does not reflect the reality related to online social networks (OSNs)
and, consequently, it does not allow it to be properly modelled, but only
partially. The main identified issues (see Figure 10), which emerged during
the conducted experience, are related to:

(i) data availability: it is challenging both to find databases regarding
terrorists or criminals that are already publicly and freely usable, as well
as to collect data regarding terrorists and criminals, which can be used
as the basic to define proper models and define specific algorithms on
the top of them, in order to support the online analysis. Most of the
scientific papers claim the use of datasets to conduct their analysis, but
none of them is freely provided as benchmark;

(ii) data restriction: due to the laws and regulations most of the data, which
could be exploited to extract or derive additional information, that might
be useful in the identification process, is omitted;
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Figure 10 Limits in the data for supporting the detection of criminals on OSNs.

(iii) data diversification: the available data is typically related to specific
countries; as a consequence, this might bias the criminals’ detection
model, excluding by default some people, only due to their nationality,
religion and so on;

(iv) data incompleteness: even if datasets are available, most of the provided
entries are incomplete due to the lack of some values and, as a conse-
quence, the available sample is not sufficient enough to be considered
significant.

(v) lack of social network related concepts: the current datasets do not
provide data regarding potential user’ relations (which could be asso-
ciated to the concepts of followers or friendships on social networks),
as a consequence, some relevant and characterizing features cannot be
applied in reality.

8 Conclusion

The paper discussed the experience conducted on the detection of criminal
users on social networks driven by features. In particular, a methodological
approach for the features identification related to criminal users has been
adopted. The experimentation was based on the John Jay & ARTIS Trans-
national Terrorism Database that is publicly available and freely download-
able. It contains a dataset of 2157 entries consisting of 52 attributes, with
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data related to the demographic, organizational, and behavioural information,
which are used to describe individuals.

By applying the proposed methodology, a set of 6 features have been
extracted and grouped in two different categories: semi-dependent features
and dependent-features on the basis of the social-cultural environment around
the user. In order to evaluate those features, machine learning techniques have
been adopted by implementing 3 standard classifiers by using such features
as well as an artificial neural networks algorithm, based on 2 input layers,
according to the 2 different groups of features.

Facebook has been considered to show the proposal, as it represents not
only one of the most popular online social network, but also because it
is highly exploited from criminals as communication means to disseminate
criminal information, to spread propaganda and so on.

From the conducted experience, we noticed that most of the data available
on current datasets were not able to properly support the social network
representation, as it is in reality. Indeed, in our case only 11.5% of the
attributes were exploitable in order to define matches on Facebook. This lack
reflects why from the performed experiments none of the above mentioned
techniques, neither the ad-hoc defined 2-layer ANN excelled particularly in
the classification, by obtaining an accuracy varying between 57.5% and 79%.

From such experience, the lack of a proper benchmark dataset emerged,
which is specifically conceived for supporting the online social network
analysis in criminal context. The identified gap concerns mainly with 5 main
issues related to: data availability, data restriction, data diversification, data
incompleteness, as well as lack of social network related concepts.

As a consequence of such experience, the definition of a benchmark
dataset represents a major starting point which needs to be considered as a
future work, both to support a proper analysis as well as to enable the com-
parison among different research efforts regarding the detection of criminals
on online social networks.
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