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Abstract

Fake news have been a problem for multiple years now and in addition to this
“fake images” that accompany them are becoming increasingly a problem
too. The aim of such fake images is to back up the fake message itself and
make it appear authentic. For this purpose, more and more images such as
photo-montages are used, which have been spliced from several images. This
can be used to defame people by putting them in unfavorable situations or the
other way around as propaganda by making them appear more important. In
addition, montages may have been altered with noise and other manipulations
to make an automatic recognition more difficult. In order to take action
against such montages and still detect them automated, a concept based on
feature detection is developed. Furthermore, an indexing of the features is
carried out by means of a nearest neighbor algorithm in order to be able to
quickly compare a high number of images. Afterwards, images suspected to
be a montage are reviewed by a verifier. This concept is implemented and
evaluated with two feature detectors. Even montages that have been manip-
ulated with different methods are identified as such in an average of 100
milliseconds with a probability of mostly over 90%.
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1 Introduction

“Fake News” is a term familiar to most people today. Coined by the
American President Donald Trump during his election campaign [2], the
term [17] describes the spread of manipulative false information through
social media, but also through traditional media. Social media in particular
can lead to a rapid spread of fake news. Many people pass them on to
friends and contacts without trying to verify them. This rapid spread and
frequency of fake news has become a growing problem in recent years. If
the false news is also supported by corresponding false images, fake news
can be much more convincing for many people leading to an even faster
spread.

Images used in fake news can be unedited. They can come from a
completely different context or another time and have been picked out by the
originator of the fake news to support its message. To identify misuse in this
case, inverse image search or a local image database can be applied. In both
ways the strategy is to find the original context of the image and thereby to
show that the image does not come from the context stated in the fake news.

Another way to misuse images in fake news is digital processing. One
variant of digital processing is photo-montage, where image content is com-
posed of several other images, and to look as real as possible. Others include
intra-image manipulations like copy-move or cropping.

Recognizing a photo montage in order to assist in identifying fake news is
challenging due to the vast amount of traffic created by Internet news portals
and social media. A review by human observers would be expensive and time
consuming. And as digital processing of images is so advanced today, the
human eye would not be able to identify manipulations.

Therefore automation is the only chance to fight fake news and misuse
of images within it. There are multiple approaches for manipulation and
detection which we will briefly discuss in the following chapters. In our paper
we show how image montages can be identified based on the knowledge
about images previously used in news and therefore available to the attackers,
as the example shown in Figure 1. As the number of test data for evaluation
is limited, we also introduce a concept for automated image montages.

2 State of the Art

Identifying image manipulations is a complex field, especially when one
also considers re-use of images already as a potential attack. On the one
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Figure 1 Example of image montage from 2017. Sources of the image (a) are (b) and (c).

hand, there are methods for image manipulation which change the meaning
of an image. Then there are re-uses of images which are not modified,
but used in a different context. Image montages are a combination of
both approaches: An existing image is used out of context but is also
manipulated by adding one more objects from other images to change its
meaning.
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Figure 2 Error level analysis of Figure 1(a).

2.1 Image Manipulation Detection

There are many methods for manipulation detection in digital images. Today
they can roughly be assigned to two classes: methods based on models
and patterns defined by humans and methods based on supervised machine
learning. For the first group there are already multiple survey papers [6, 8]
available. A generic approach is to calculate error level differences caused by
different compression histories of areas, as for example discussed in [14]. The
results of this analysis can be hard to interpret. Figure 2 shows an example
for the manipulated image of Figure 1(a).

2.2 Image Re-Identification

Image re-identification is a domain where robust hashing [16] or perceptual
hashing [15] have shown best results in the past. The challenge with re-
identification is to identify images which are copies of a known source
without being too sensitive to reject image changes caused by usual image
processing, e.g. lossy compression. On the other hand one needs to avoid
identifying similar images as duplicates because similarity does not qualify
for an actual recognition of re-use.

2.3 Feature Detection

Feature detection consists of detecting so-called keypoints at several locations
in an image using a detector and extracting descriptors using a feature
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extractor. In a further step, the feature comparison, the found features are
compared with features of another image. If both images now contain the
same object, the features should ideally be measurably similar. A feature itself
is defined as an “interesting” part of the image. What exactly is understood
as an “interesting” part of the image varies depending on the feature detector.
The image part, where a feature is extracted, is often either an isolated point,
a continuous curve, or a connected region.

SIFT The Scale Invariant Feature Transform (SIFT) [13] algorithm is proba-
bly one of the best known and most widely used feature detectors. SIFT finds
keypoints in an image using the Difference-of-Gaussian (DOG) operator.
DOG is used to search for local extrema over several image sizes. Thus
keypoints can be found which are preserved even if the image size changes.
For each of these keypoints the strongest orientation from the neighborhood
is then assigned.

SURF The Speeded Up Robust Features (SURF) detector [5] is partly
inspired by SIFT and is an attempt to be faster and more robust than SIFT.
Like SIFT, SURF is based on the Difference-of-Gaussian (DOG). To detect
keypoints, SURF uses an integer approximation of the Hessian Blob detector.
The feature extractor uses the sum of the hair wavelet response around the
keypoint from which a 64 D vector is calculated.

AKAZE The Accelerated-KAZE (AKAZE) Feature detector [1] is based on
the KAZE detector and also uses non-linear diffuse filtering with the differ-
ence that the non-linear scale space is created using Fast Explicit Diffusion
(FED). The feature detector is based on the Hessian Blob Detector. The
rotation invariance is improved compared to KAZE by using Scharr filters.
Extrema of the detector are used as keypoints. The descriptor is based on
the Modified Local Difference Binary (MLDB) algorithm, which is also very
efficient.

2.4 Feature Filtering

Since most feature detectors detect too many keypoints per image the
number of keypoints can be reduced by filtering. In most cases, TopN is
used, which simply retains only the strongest features. Another possibility
is ANMS (Adaptive non-maximal suppression). ANMS aims to keep only
the best keypoints in an image, but at the same time ensures that they are
equally distributed over the entire image. Several approaches have been
developed to implement ANMS filtering, with the first ANMS-Filter being
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from M. Brown [9]. However, with a quadratic complexity the runtime
was too high. As an alternative, faster methods were proposed, such as the
approach of Z. Cheng [11] who uses KD trees for acceleration or the SDC
(Suppression via Disk Covering) approach by S. Gauglitz [12].

2.5 Indexing

Annoy [7] (Approximate Nearest Neighbors Oh Yeah) is a fast and memory
efficient nearest neighbor search algorithm based on binary trees. Annoy is
able to index and search data represented as points. Indexing is done by
splitting the set of points recursively with random hyperplanes. The result
is a binary tree that can be searched quickly. To increase accuracy multiple
trees of the same set of points can be created.

3 Approach

For the montage detection task, an approach was chosen that compares
images using features. Since features can be detected across the entire image
content, a feature-based approach makes it relatively easy to compare the
similarity of entire images or even individual image parts with each other.

3.1 Structure

The montage recognition itself is divided into two main components. The first
main component is initialization, in which an image database is processed
once into a searchable index. The second main component is the query, in
which an input image is processed and compared with the index. These two
main components are in turn divided into several processing steps, some of
which are common. The individual processing steps are:

• Feature Detection: The image is examined for key-points of features
using a feature detector.

• Filtering: Found features are filtered using a filtering method to reduce
the number of features.

• Feature Extraction: The feature descriptors are created using a feature
extractor.

• Indexing: The feature descriptors are indexed and saved as a database.
• Matching: The feature descriptors of an input image are compared with

the descriptors in the database and grouped into matches.
• Verification: The structure of the features of the matches is compared

with each other.
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3.1.1 Initialization
The following processing steps are used for initialization: first, a database is
created for feature storage. Using a selected feature detector, the keypoints
for each image are created. This is followed by filtering which reduces
the number of keypoints to be used. Then the descriptors of the individual
keypoints are determined. An index is then created from the descriptors using
a selected indexing method. For feature generation, we use a GPU version of
SIFT [10] and SURF. AKAZE was not included as we could not find a stable
GPU implementation.

3.1.2 Query
The query is processed as follows: First, an input image is provided where
a feature detection is performed. As with initialization, filtering is then
performed and the descriptors extracted. This is followed by matching the
descriptors with the descriptors in the index using the indexing procedure.
The result is a set of matches that assign descriptors to each other. A match
consists of a descriptor from the initial image and the most similar descriptor
from an image in the database. If enough matches were found that refer to
the same image, it is likely that an object is recognized. In an additional step,
however, this is checked again.

3.2 Key Elements

In the following subsections, we discuss some key elements of our approach
in more detail.

3.2.1 Feature detection and filtering
A montage consists of one or more objects from different images. The recog-
nition of the individual objects takes place by means of feature detection.
Feature detectors usually respond particularly to inhomogeneous surfaces and
find features on images without homogeneous surfaces over the entire image.
Homogeneous surfaces are monotonous surfaces without structure, such as a
cloudless sky or a low-resolution image of a road. The widely used feature
detector SIFT can find 30,000–40,000 features on a 1000× 1000 pixel image
without homogeneous areas. Such a high number of features is unnecessary
in our application case and would cause the image index to grow to a point
which would render the memory usage unacceptable.

Therefore we use a filtering method to select only a small amount of
features and discard the rest. Feature detectors evaluate the strength of the
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features found. With an appropriate filtering procedure, it can be ensured that
in both images only the strongest features will be selected and the matching
quota is not reduced.

A common method to reduce the number of features and is TopN filter-
ing. This filtering method leads to a problem in connection with montage
detection. If only the strongest features are retained, there are often no or
very few features left in parts of an image, even if this part of the image is
inhomogeneous [3]. In the case of a montage, it can now happen that there
are no or not enough features on an object and that this object can no longer
be recognized as copied image content. In order to solve this problem, a
ANMS filtering method [4] is applied which guarantees an equal distribution
of the features over the entire image after filtering. By distributing features
equally, it is very likely that enough features will still remain on the object
after filtering. Ideally, this reduces the number of features without causing a
decreased recognition rate.

3.2.2 Matching
The matching of features from the input image is conducted by searching
the most similar features in the computed index. For indexing the nearest
neighbor algorithm Annoy is used.

3.2.3 Mesh verifier
To check that found montages are not false positves a verification algorithm
named “Mesh Verifier” has been implemented. The matched features of the
input image and the matched image from the database are provided to it. If the
structure of the features on the respective images is very similar, the detection
of a montage is confirmed.

To do this, the following procedure is applied for the feature matches on
each image: the basic condition is that there are at least three matches on
the image. First, the first three features in the list are selected for the image
and considered as a triangle. The inner angles are now determined for this
triangle. The same process is performed for the first three features on the
second image. Then the corresponding inner angles are compared with each
other. If the difference between the two inner angles is less than a selected
threshold value, both triangles are classified as similar and are accepted. This
process is now repeated for all features. If the ratio of the accepted triangles
and unaccepted triangles lies over a further threshold value, the result of the
verification is positive. The advantage of the procedure is that it is invariant
to scaling and rotation. In addition, it is also robust against outliers, since
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each triangle is independent of the others. Depending on the threshold values
selected, it is therefore possible to lower the FPR without affecting the TPR.

3.2.4 Number of features
The number of features to be used per image is one of the most important
settings. It has a strong influence on the recall on the one hand and on the
memory requirements on the other hand. Therefore a reasonable compromise
has to be made between the two. To reduce memory usage, a smaller number
of features are stored during the indexing and database creation than that
used for the searching. It was tested on 1000 × 1000 pixel images with an
object size of maximum 200 × 200 pixels. In the end, a number of 500
indexing features and 2000 searching features selected as a compromise for
the settings. This will still result in a high Recall, but at the same time also a
reasonable memory consumption. Figure 3 illustrates this.

Figure 3 Dependency number of features and recall.
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4 Evaluation Concept

As the amount of available examples for montages is limited, for evaluating
our approach we have developed a simple ‘montage synthesizer’. Bases on
the examples created by it, we then evaluate the performance of our approach
under varying circumstances like compression, rotation and blurring.

4.1 Example Synthesis

In order to create the evaluation examples, a separate application was created
to generate the databases and montages due to a lack of available material.
Using image search engines, many montages can be found quickly, but it is
often extremely difficult to find the matching originals. In addition, a manual
search of several thousand montages would be too time-consuming, which
is why a separate application appears to be the best option. The application
requires three sets of images to create a database and montages.

• The first image set is PNG images of objects on a transparent back-
ground. These are mainly people, but also other objects such as cars and
random objects. These were downloaded from Google and stickpng.com
using a crawler. The images were then checked for duplicates.

• The second image set consists of random images that mostly show
everyday situations. These images serve as a background for the objects
to create montages. Images from the image sets 2017 Unlabeled images
(123 k) from ‘COCO – Common Objects in Context’ and The INRIA
Holidays dataset (1.4 k) were used for this purpose.

• The third image set mainly also consists of images from COCO and
INRIA Holidays which were not used in the second set. The aim of the
third image set is to provide counter-examples and unknown images.
This makesit possible to test how prone the individual procedures are to
false positives.

All images were scaled to have approximately the same resolution.
The application now proceeds to create the database and the montages in
such a way that the objects are copied lo the backgrounds and the object or
the finished overall picture is changed by manipulations.

First, the number of objects to be included in a montage is selected.
In Figure 4 only one object (the runner) is chosen. It is manipulated and
copied to two different backgrounds with random positions. The first of these
two resulting images (Figure 4(b)) is then inserted into the database. This
image is called the object image and represents the (synthesized) original.
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Figure 4 Example synthesis; A: Object and background, B: Combined image, C: New
Background, D: Montage.

The background image (Figure 4(c)) of the second time (Figure 4(d)) is also
inserted into the database. The second image represents the montage and is
used in tests as an input image.

The intention of this procedure is to reproduce the creation of a montage:
for creating it, one would select some images (the object images), then cut out
the objects and inserts them into another image (the backgrounds). In this way
databases have been created with a total size of 3.000 images consisting of
object images and backgrounds. These databases were subsequently updated
with 1.500 montages and unknown images.

4.2 Test Parameters

Manipulations that were performed on the elements of the montages and to
which the detection should be invariant are the following:

• Image scaling: With image scaling, the resolution of the montage and
the object image is scaled up or down. In the following, this type
of manipulation is often referred to simply as Image Resolution or
abbreviated to (I). Five levels were selected as possible resolutions for
this:
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Level 1: 1000× 1000 pixels
Level 2: 800× 800 pixels
Level 3: 600× 600 pixels
Level 4: 400× 400 pixels
Level 5: 200× 200 pixels

• Object Scaling: With object scaling, the object is reduced or enlarged
in both the montage and the object image. In the following, this type
of manipulation is often referred to simply as object size or abbreviated
to (O). As possible sizes for an object 4 steps were selected: 50%, 40%,
30%, 20% of the total image. 50% means, for example, that an object
theoretically occupies 50% of the surface area of the assembly or of the
object image.

• Object Rotation: During object rotation, an object on the montage
rotates clockwise or counterclockwise by a maximum of 180◦, while
it remains unchanged on the corresponding object image. In the follow-
ing, this type of manipulation is often simply called object rotation or
abbreviated to (R). Nine levels have been selected as possible rotations
for an object: 10, −10, 20, −20, 30, 40, 60, 180.

• Addition of Noise: Here a montage as whole is subject to Gaus-
sian noise. In the following, this type of manipulation is often called
Image Noise or abbreviated to (N). Four levels of Gaussian noise were
selected:

No noise (Disabled)
Weak, mean = (10, 12, 34)/3, variance = (1, 5, 25)/3
Medium, mean = (10, 12, 34)/3, variance = (1, 5, 25)/3
Strong, mean = (10, 12, 34)/3, variance = (1, 5, 25)/3

• Object Concealment: Here a concealment is simulated for an object
during assembly of the montage. In the following, this type of manipu-
lation is often simply called Object Occlusion or abbreviated as (OC).
As possible masking for an object, 4 levels were selected for this:
0%, 20%, 40% and 60% masking of the object. Since it is difficult to
automatically generate a real masking for images, the object is cropped
instead. The result looks optically different than a masking, but leads to
the same results in feature detection.

Figure 5 shows a few examples of manipulations. Image mirroring was
not evaluated as both SIFT and SURF are known not to be robust against
it. Dealing with this can easily be done by mirroring input images once and
re-running the evaluation.
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Figure 5 Example manipulations.
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5 Evaluation Results

With the described method databases were created with a total size of 3000
images, consisting of object images and backgrounds.

These databases were each evaluated with 1500 montages and unknown
images. For better evaluation, each montage is composed of a single object
and a background image to prevent sources of error that do not come from
the manipulations used. This includes, for example, a possible partial con-
cealment of objects, which could never be completely ruled out, but which
would falsify a test with regard to rotation invariance.

During the tests carried out, the object and the background in an montage
potentially can always each be detected once. As usually much more of the
background is visible than of the object, both detection performances cannot
be compared as the algorithm will have a much harder task with object
recognition. Accordingly, the metrics for background and object detection are
measured separately. If all backgrounds in a database are correctly detected,
but no object images, the TPR would be 100% for the background and 0%
for the object images. However, the evaluation will show that in almost all
test cases the TPR and TNR are exactly 100% for the recognition of the
backgrounds.

For this reason, detailed statistics are only shown for object recognition.
For background detection, only the mean values of Recall and Precision are
shown for all tests together for clarity. Otherwise the use of the terms TPR,
Recall, FPR and Precision refers exclusively to the detection of objects. Also
for the object recognition only statistics for the TPR are specified. The reason
for this is that the Mesh Verifier used is very reliable. As a consequence,
there are de facto no false positives. The FPR is usually 0.3% or less. We
go through a number of selected results and discuss them in the following
subsection. A comparison between SIFT and SURF for some attacks is given
in Table 1. In this table, only results for the highest resolution of 1000×1000
pixel are shown.

5.1 Feature Filtering

The ANMS filtering was compared with TopN in terms of TPR. In particular,
the invariance of ANMS and TopN regarding the different manipulations
were tested. Surprisingly, the use of ANMS showed to at least slightly reduce
the TPR in all cases by a about 3% in comparison to TopN. Especially in
very noisy images the TPR decreased significantly by about 15%. A possi-
ble explanation is that for filtering keypoints the local region is taken into
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Table 1 Examples of precision with SIFT and SURF
Precision

Attack SIFT SURF
Image Scaling 50% 0.9986 0.9993

40% 0.9993 0.9987
30% 1 0.9993
20% 0.9988 0.9993

Rotation 10◦ 0.9993 0.9993
−10◦ 0.9972 0.9993

20◦ 0.9993 0.9993
−20◦ 0.9993 0.9993

30◦ 0.9993 0.9993
40◦ 0.9993 0.9986
60◦ 0.9979 1
90◦ 0.9951 0.9986

180◦ 0.9972 0.9993
Noise Disabled 0.9986 0.9993

Weak 0.9986 0.9993
Medium 0.9979 1
Strong 0.9965 0.9993

account. Since in a montage the local regions at the boundaries of an object
are different to both of the images the montage derived from, other keypoints
may be filtered in these regions. This will decrease the matching rate in
this area. The same effect also occurs in montages with strong noise. As a
consequence, ANMS was omitted and TopN was used instead for all tests in
order to achieve the best results.

5.2 Image Scaling

The test is performed with five different resolution levels in combination with
four different object sizes. The SIFT shows a continuous TPR of 90% or more
regardless of the resolution as long as the object size does not drop below
40%. At 40%, however, the TPR is reduced considerably in comparison. The
mean value of the FPR is 0.16% and thus the precision rounded off to 0.99.

5.3 Object Scaling

The test is performed with four different size differences in combination with
two different resolutions. For SIFT shows that the TPR deteriorates irregu-
larly but remains above 80%. The mean value of the FPR is 0.13% and thus
the precision rounded off to 0.99. The results are therefore consistently robust
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Table 2 Comparison of SIFT and SURF performance with object scaling
SIFT SURF

Object Size Scaling TRP: FPR: Prec.: TPR: FPR: Prec.:
1000× 1000 50% 95.67% 0.20% 0.9986 99.13% 0.10% 0.9993

40% 89.47% 0.10% 0.9993 98.93% 0.20% 0.9987
30% 79.80% 0.00% 1.0000 98.00% 0.10% 0.9993
20% 54.60% 0.10% 0.9988 94.33% 0.10% 0.9993

800× 800 50% 95.40% 0.20% 0.9986 98.93% 0.10% 0.9993
40% 91.07% 0.10% 0.9993 98.47% 0.00% 1.0000
30% 80.27% 0.20% 0.9983 97.73% 0.10% 0.9993
20% 56.73% 0.00% 1.0000 91.73% 0.00% 1.0000

600× 600 50% 95.47% 0.30% 0.9979 99.47% 0.00% 1.0000
40% 91.00% 0.00% 1.0000 99.00% 0.10% 0.9993
30% 79.67% 0.00% 1.0000 96.87% 0.20% 0.9986
20% 56.60% 0.10% 0.9988 89.47% 0.10% 0.9993

400× 400 50% 94.40% 0.10% 0.9993 98.93% 0.00% 1.0000
40% 90.20% 0.20% 0.9985 97.40% 0.00% 1.0000
30% 77.87% 0.00% 1.0000 93.80% 0.00% 1.0000
20% 58.20% 0.00% 1.0000 77.00% 0.00% 1.0000

200× 200 50% 95.87% 0.00% 1.0000 90.93% 0.00% 1.0000
40% 91.27% 0.00% 1.0000 83.00% 0.00% 1.0000
30% 81.27% 0.00% 1.0000 62.87% 0.00% 1.0000
20% 58.93% 0.00% 1.0000 19.00% 0.00% 1.0000

and precise. With SURF object sizes of 30% or larger can be recognized with
TPR values of over 90%. Even for an object size of 20%, a TPR of 90% is
achieved with a resolution of 600×600 pixels. From a resolution of 400×400
pixels or less, all TPR values start to change significantly and the results
will deteriorate. The mean value of the FPR is 0.04% and thus the precision
rounded off at 0.99. The results show that almost independent of the object
size, the detection is robust unless much too small resolutions are used.

Table 2 allows a direct comparison. SURF performs better for most
resolutions but significantly worse at 200× 200.

5.4 Object Rotation

Object rotation is tested with a series of rotations with a 1000 × 1000 pixel
image resolution. In addition, three rotations are tested in combination with
three resolution levels. A TPR of over 90% is continuously achieved with
the lowest values in the range of 40◦ rotation. The mean value of the FPR is
0.25% and thus the precision rounded off at 0.99. Figures 6 and 7 show that
both SIFT and SURF perform equally well with rotation.
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Figure 6 Results for SIFT and SURF precision with object rotation.

Figure 7 Results for SIFT and SURF recall with object rotation.
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Table 3 Image noise
SIFT SURF

SIZE Noise TPR: FPR: Prec.: TPR: FPR: Prec.:
1000× 1000 Disabled 95.67% 0.20% 0.9986 99.13% 0.10% 0.9993

Weak 95.27% 0.20% 0.9986 98.20% 0.10% 0.9993
Medium 94.40% 0.30% 0.9979 97.00% 0.00% 1.0000
Strong 94.93% 0.50% 0.9965 91.93% 0.10% 0.9993

800× 800 Disabled 95.40% 0.20% 0.9986 98.93% 0.10% 0.9993
Weak 94.13% 0.30% 0.9979 98.67% 0.10% 0.9993

Medium 95.73% 0.50% 0.9965 97.80% 0.00% 1.0000
Strong 93.80% 0.50% 0.9965 92.60% 0.10% 0.9993

600× 600 Disabled 95.47% 0.30% 0.9979 99.47% 0.00% 1.0000
Weak 95.27% 0.10% 0.9993 98.67% 0.00% 1.0000

Medium 95.60% 0.10% 0.9993 97.67% 0.00% 1.0000
Strong 94.47% 0.10% 0.9993 93.53% 0.10% 0.9993

5.5 Image Noise

The test is performed with four different noise levels in combination
with three resolution levels. The results for SIFT show that the TPR are
consistently above 93% independent of the noise level. With SURF the
TPR is consistently over 90% independent of the resolution. The mean
value of the FPR is 0.05% and thus the precision rounded off at 0.99.
The average value of the FPR is 0.05%. Detailled results are given in
Table 3.

5.6 Lighting

Image lighting changes the lighting of an assembly as a whole. In the
following, this type of manipulation is often referred to simply as image
lighting or abbreviated to (IL). Four different strengths of lightning changes
were evaluated:

1. No change in illumination (Disabled), beta = 0
2. Little change in illumination (Weak), beta = 40
3. Average change in illumination (Medium), beta = 60
4. Strong change in lighting (Strong), beta = 80

To change the illumination the convertTo method existing in OpenCV is
called with the parameter ‘beta’. The used values of the parameter are listed
above. Figure 8 shows the various levels of lighting.
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Figure 8 Examples for image lighting.

5.7 Object Concealment

The test is performed with four different masking levels in combination with
two resolution levels. Figure 9 shows examples of different concealment
levels. With SIFT the TPR is over 86% up to a masking of 40% of the total
object. However, the TPR falls continuously. After a masking of 40%, the
TPR starts to sink strongly and is at a masking of 60% of the object at about
55%. The mean value of the FPR is 0.12% and thus the precision is rounded
off at 0.99. The average value of the FPR is 0.12%.

For SURF the TPR is over 96% up to a masking of 40% of the total
object. Only then does the TPR begin to sink and is at a masking of 60% of
the object at about 85%. The mean value of the FPR is 0.14% and thus the
precision rounded off is 0.99.
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Figure 9 Examples for object concealment.

5.8 Verifier Test

For applications that use feature detection, 10–20 matches are required to
identify an identical object on two images. In our application, this threshold
leads to a high FPR. As a solution to this problem the Mesh Verifier was
developed.

For evaluation, 2350 duplicate free images of a public person were used.
These pictures are all very similar and show the person in different situations.
Since these images are not collages, they are especially suitable for the
evaluation.

The picture set was divided into two equal quantities: 1182 Object images
that have been indexed and 1168 unknown images that were queried. This was
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done once with the verifier switched off (disabled Verifier) and once with it
turned on. SURF is used as feature detector. The result was an FPR of 44.84%
with 530 false positives when the Mesh Verifier was switched off. With the
Verifier turned on, the FPR dropped to 4.65% with 55 false positives. This
represents a reduction of the FPR by a factor of more than 9 times.

5.9 Performance

Besides evaluating the recognition capabilities of our approach, we also
analyzed the performance of the different strategies. We used a standard PC
with a Nvidia GTX 970 GPU featuring 4 GB graphic RAM. Searching takes
100 milliseconds on average, verification 10 milliseconds. Figure 10 shows
the computation time in dependence of the size of image set. Both SIFT and
SURF performed similar here. The advantage of SURF is its lower memory
usage.

The memory consumption (Index Size) measures how much memory
the index requires when using SIFT or SURF for databases of different
sizes. It should be noted that the index must be loaded completely into the
working memory and therefore an index that is too large can be problematic.
For the memory consumption only the index is considered, although also
a configuration file and the keypoints of the pictures are stored. However,
the configuration file is minimal and the keypoints are only needed for

Figure 10 Search performance of the different elements of our approach for the SIFT
variant.
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verification and can be loaded individually. Therefore, only the memory
consumption of the index is relevant. There is a linearly increasing memory
consumption of SIFT and SURF with a continuous increase in the size of the
database. It turned out that the memory consumption of SIFT, however, is on
average 90% larger than that of SURF. With a database that contains 3000
Images contain 500 index features each, SIFT’s memory consumption is 767
MB, while it is only 405 MB for SURF.

5.10 Summary

SIFT has achieved consistently good to very good TPR and FPR, and thus
Precision, especially in Image Resolution, Object Size Change, Object Rota-
tion and Image Noise. However, a weakness can be seen in Object Size. Here
the TPR decreased almost linearly. This is to be expected to a certain extent,
because with a smaller object size less features can be found on the object.
The strength with which this happens, however, is surprising, especially in
comparison with SURF. For 50% and 40% object size still very good values
were achieved with the TPR, but then decreased more and more. There are
no obvious reasons for this behavior. In Object Occlusion good values are
achieved for up to 40% occlusion. Only then does the TPR begin to sink
more strongly. But a occlusion of 60% is already an extreme value.

Just like SIFT, SURF also shows a consistently good to very good TPR
and FPR for Object Size Change, Object Rotation and Image Noise. In some
cases the TPR of SURF even exceeds that of SIFT by a few percent. However,
this is no longer decisive for TPR values of clearly over 90% in most cases.
As with SIFT, SURF has problems with reduced object size. This problem
is much smaller than with SIFT. At an image resolution of 200 × 200 pixels
the TPR decreases strongly when the object size is changed. Interestingly
enough, SURF also has a problem when the resolution of an image drops
drastically. Montages with image resolution of 200×200 pixels are not really
relevant cases, but as shown in Table 2 the TPR drops significantly in this
case. The Object Occlusion causes less problems for SURF than for SIFT.
So even with 60% concealment a TPR over 80% was achieved.

We also verified that the approach works on real-world examples.
The montage from image 1 shown in the introduction of this work was
successfully identified as being composed of elements from two sources.
Figure 11 shows the detected area by a green border and the recognized
features by colored dots. The upper pair shows the background, the lower
pair the inserted object.
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Figure 11 Detection of the image sources based on SURF features.

6 Summary and Conclusion

The aim of this work was to achieve a fast, accurate and robust detection of
image montages. A concept was developed and implemented in an applica-
tion based on feature detection. Detected features of images are reduced by
filtering and stored with an indexing procedure for fast comparison.

The features of an input image are efficiently compared with those in
the index and a suspicion of an montage is confirmed or rejected by means
of a mesh verifier. For this several procedures were evaluated. The feature
detectors applied in our work are a GPU version of SIFT and SURF. Both
achieved a high recall and a high precision and are therefore very suitable.
However, due to the features used, both show high memory requirements
when processing a large number of images, but SURF performs significantly
better with respect to memory usage.

Coming back to the challenge from the introduction, we find our approach
to be suitable for montage recognition in the context of ‘fake news’ detection
and similar forensic cases. It is an alternative to image forensics based on
finding traces of splicing and will produce better detection results compared
to it. It requires setting up a database of known images, which is suitable for
a news agency that needs to verify images with respect to their authenticity.
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The performance of the system is sufficient to run a test on a set of more than
a million images on a standard PC.

6.1 Future Work

Our work is based on the assumption (and professional experience) that
image montages are created by using two existing images as sources and
merging them. As large portions of the original images remain, they can
be recognized. Machine learning based synthesis of images can be a new
challenge in the future: it can be expected that the visuals of persons can
be trained and then merged with a rag-doll model to better fit in the image.
In that case we cannot rely on finding a copy of the object in the database.
Finding an identical copy of the background in the database with only one
object in a limited area differing from the original image can still be a good
indicator for a montage.
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