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Abstract

In 5G networks, an optical fronthaul transports massive user data from
remote radio heads (RRH) to the core network (CO) with high throughput
and low latency. eCPRI is a new standard interface for the Ethernet-based
optical fronthaul network to enhance the efficiency and performance. How-
ever, if fronthaul networks are deployed in an unsafe domain, an end-to-end
security system should be implemented over the data flow, which requires
additional overhead and processing time. This redundancy may cause unex-
pected latency and performance degradation in the data transport for 5G
networks. According to the specification of eCPRI, vendors may optionally
implement either IPsec or MACsec for the secure transmission. In this
paper, we investigate security solutions suitable for the Ethernet-based optical
fronthaul network. We analyse the standard security protocols such as IPsec
and MACsec. Alternatively, we propose WireGuard as an replacement of
IPsec for secure fronthaul networks. According to our analysis, the extended
overhead for three security protocols has negligible impact on the latency.
However, the encryption and decryption of transmission packets may cause
additional latency on the eCPRI processing time and eventually reduce the
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maximum transmission distance between RRH and CO. To verify our anal-
ysis, we simulated an eCPRI traffic on our test platform with the WireGuard
protocol enabled. Our test results showed that the latency caused by encryp-
tion and decryption process could be significant. We also point out that a
re-key interval should be carefully selected not to compromise the security
of the high capacity transmission link such as 5G fronthaul networks. Our
analysis is further extended with quantum-resistant cryptographic solutions
for the long-term security of fronthaul networks.

Keywords: 5G, Ethernet, optical fronthaul, MACsec, IPsec, WireGuard,
quantum-resistant cryptography.

1 Introduction

The 5G networks promise to enable a wide range of services with diverse
performance requirements in order to form a fully connected society. Due to
the massive connectivity and low latency, 5G can provide not only a high-
speed mobile connection, but also allow new applications and services such
as autonomous vehicles, massive IoT connections and eHealth.

The role of optical networks in 5G is to realize a high capacity and low
latency of the data transmission that is required for a wide range of new 5G
services. The optical fronthaul is an optical link between the remote radio
head (RRH) at the antenna tower and the baseband unit (BBU) at the central
office (CO), whereas the optical backhaul is a link between the BBU and
the CO. Note that both fronthaul and backhaul are merged into X-haul that
forms integrated planes which use heterogeneous switches for high optical
transmissions.

The Common Public Radio Interface (CPRI) defines a core interface
for fronthaul transport network. The eCPRI is an evolved interface for 5G,
offering efficient and flexible data transmission via packet based fronthaul
transport network such as IP or Ethernet, as it is widely used in both telecom
and enterprise networks [1].

While applying Ethernet or IP in mobile fronthaul is attractive for oper-
ators who mainly offer data transport service, it also puts a new level of
performance requirements, especially for delay, delay variation, packet loss,
and reliability parameters [2]. Also, it brings up security issues, a heritage
from the past, on Ethernet or IP based transport network.

The eCPRI specification states that “If the transport network is not safe
for a particular flow, then an eCPRI network end-to-end security system
should be implemented in the eREC node and eRE node for that flow.” [1].
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An end-to-end security system is to ensure the confidentiality, authenticity
and integrity of the data flow [3]. Usually optical networks are assumed to
be a part of the trusted network, and the security of the optical network
has not been well studied. However, it is possible to intercept an optical
signal successfully if prevention mechanisms are not well integrated into the
network, as shown in [4].

Building a proper security mechanism between RH and BBH is impor-
tant for overall 5G network security. The eCPRI network security protocol
includes IPsec in IP traffic and MACsec in Ethernet traffic [1]. One may
expect additional latency or the performance degradation on the fronthaul
network when IPsec or MACsec is activated. According to [5] and [2], a
maximum one-way latency requirement of Fronthaul is about 100 psec.
Hence, one may wonder whether there is any impact on the performance
of optical fronthaul when MACsec or IPsec is enabled. To the best of our
knowledge, this issue has never been investigated in the literature.

In this paper, we study the security of the Ethernet-based optical fronthaul
for 5G network. We investigate MACsec, IPsec and, in addition, WireGuard
for the security of optical fronthaul networks. We analyse their security and
feasibility in terms of latency and the bandwidth for 5G network. We derive
the maximum transmission distance that meets the latency budget.

The structure of this paper is as follows: first, we identify the major
security threats in 5G fronthaul network. Then, we analyse security solutions
to thwart such security threats. We describe our experiments to simulate
eCPRI traffic using one of security solutions. We present our results and
discussion. Finally, we conclude our paper.

2 Security Threats in 5G Fronthaul

In 5G network, the core network is normally regarded as the secure network
domain. However, some network functions or some parts of the network
functions of the core network could possibly be deployed in the unsafe
domain. Thus, it increases the risk of communication between the radio
access network (RAN) parts and the core network (CN) parts, as well as
the inter-communication between the CN elements located in secure and
not-secure domain. We identify the following categories for typical security
threats on the optical fronthaul networks.

Eavesdropping/Packet sniffing. Eavesdropping is to attempt unauthorized
access to the carried data for the purpose of stealing data or analysing the
network traffic without breaking the connection. There are several ways to tap
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into an optical fibre, including fibre bending, splitting, evanescent coupling,
scattering, and V-grooves [4]. It is not very difficult to tap the fibre; One can
tap the fibre using a commercially available clip-on coupler that can detect the
leaked optical signal caused by a bend in the fibre. More complex method is
to observe the signal leaked due to crosstalk in optical switching and perform
eavesdropping. A signal on an optical fibre can be easily captured, once the
physical access to the fibre is available. At this point, the data of millions of
users and billions of applications is exposed to theft and manipulation.

Denial of Service (DoS) attack. Denial of Service (DoS) attack is one of the
critical cyber-attacks on 5G networks. Attackers can launch DoS attacks on
the user plane by sending bogus packets to the network. In terms of optical
fronthaul networks, attackers may inject bogus packets into optical fibre.
The path towards the core network can be flooded by bogus packets. This
would lead to denial of service or at least throughput degradation caused by
congestion to networks. For instance, simulation results of DDoS attacks on
optical fibre cable is presented in [6].

Network intrusion. Attackers may attempt to intrude the network via a
fronthaul, access resources, and manipulate the network operation. Malicious
applications and network devices may allow an attacker to introduce vulner-
abilities to the core network. This type of attack is critical to optical networks
that are managed by an SDN controller because the attacker may try to hijack
an SDN controller and control the entire 5G networks.

Man-in-the-middle attack. A man-in-the middle attack occurs when there
is no authentication of the communication endpoints. If an attacker can
impersonate a legitimate network device, he can execute a man-in-the-middle
attack to monitor, modify or inject control messages.

Quantum attacks. Quantum attacks are a new and critical threat on the
internet, including 5G network. It is well known that most popular public-key
cryptosystems, such as RSA, ECC and Diffie-Hellman key exchange will be
broken using Shor’s algorithm [7] when large-scale quantum computers are
available. One may argue that it may be too early to discuss this threat at this
stage since no one knows when quantum computers can be built. However, as
long as there exists a non-negligible risk of quantum attacks such as harvest
attacks, it is reasonable to consider the quantum security at the stage of 5G
architecture design. In this context, the quantum attack should be considered
as one of the serious threats that a framework of 5G security should consider.
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Figure 1 Fronthaul network in Ethernet-based aggregation.

3 System Model

Since Ethernet is a mature and ubiquitous technology used in vast types
of networks with low cost, for 5G RAN, Ethernet becomes a converged
protocol to enable connectivity between RAN functional modules, statistical
multiplexing gain, multi-vendor interoperability, and prevent the protocol
dependence like CPRI.

Figure 1 illustrates a typical application scenario in an Ethernet-based
fronthaul network using multiple switch nodes. The radio signal from the
baseband unit (BBU) is framed into Ethernet frames before entering the 10G
ports for aggregation. N x 10 Gbps Ethernet fronthaul traffic streams are then
aggregated at the central node [8].

The cell site synchronisation in most current deployments relies on the
global navigation satellite system (GNSS) as the most straightforward way.

However, this may be a costly installation, and access to the GNSS
satellite signal at the cell site cannot always be guaranteed. As an alternative,
the IEEE 1588v2 Precision Time Protocol (PTP) provides a mechanism for
end-to-end phase and time alignment as well as frequency [9]. As shown
in Figure 1, the grand master clock disciplined with the GNSS generates
PTP packets, which are also aggregated through a 1G port at the same node
[10]. The timing information will be used to synchronize remote radio heads
(RRHs). As PTP is a packet-based Layer 2/3 protocol, its performance is
extremely prone to the packet delay variation (PDV) across network elements.
To ensure accurate timing delivery and synchronized fronthaul traffic, the
PTP packets need to be prioritized with minimum PDV, while the aggregated
fronthaul traffic has a bounded delay.

Other less time-sensitive or backhaul traffic may be added at the inter-
mediate node, dimensioned for the required upper bounded delay, without
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affecting the high-priority PTP packets and fronthaul services, while increas-
ing the overall network throughput and resource utilization. At the remote
node, the aggregator de-multiplexes and feeds each fronthaul traffic stream
to the corresponding RRH. The PTP packets carried on the 1G stream can be
terminated by the PTP slave clock, forwarding the 1PPS signal to the RRH
for the radio synchronization purpose.

4 Security Solutions

For the security of 5G fronthaul, network nodes should be mutually authen-
ticated, and traffic data between nodes should be encrypted. With 5G archi-
tectures, the traffic from RRH traverses over Ethernet or IP networks, which
introduces a variety of security concerns. Security breaches can lead to severe
service disruptions and financial loss. Service providers must put systems
and controls in place to protect their networks against malicious attacks and
ensure the integrity and confidentiality of voice and data communications
[11]. In this section, we briefly describe MACsec, IPsec and WireGuard
protocol that can be used for the security of 5G optical fronthaul.

4.1 MACsec

MACsec (Media Access Control Security) is an IEEE 802.1AE standards
[12] to provide an point-to-point secure communication over Ethernet-based
networks. When MACsec is enabled, each packet on the wire is encrypted
using symmetric key cryptography such as AES-GCM-128 or AES-GCM-
256 for data confidentiality and integrity.

MACsec Key Agreement (MKA) is a companion protocol defined in
IEEE Std 802.1X-2010 to provide mutual authentication between the ports
and derive a master session key [13]. For a point-to-point direct link,
ASIC-based MACsec adds approximately 1-3 psec of the latency and about
32 extra bytes of the overhead.

4.2 IPsec

IPsec is a widely deployed security protocol over IP networks. It enables a
network entity in public domain to access a secure domain, and also enables a
network entity in different domain to connect with each other in a secure way
[3]. Most IPsec implementations consist of an IKE (Internet Key Exchange)
daemon that processes the actual IP packets with numerous configuration
options.
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However, the network domain partition in 5G networks is usually com-
plicated, therefore, a significant number of IPsec tunnels would be required.
Hence, configuring IPsec tunnel will be a big challenge for a large scale
of deployment. Furthermore, IPsec tunnels commonly use certificate-based
authentication methods, which may cause significant cost to maintain a large
scale of PKI system. A PKI system includes initial certificate application,
certificate revocation and the periodical revocation list updating, which brings
unnecessary risks to fronthaul networks. An online certificate status valida-
tion protocol, like OCSP [14], might solve this problem, however it is not
widely used so far. In virtual infrastructure, certificate management could be
much more difficult because of the virtual network functions are dynamically
deployed.

4.3 WireGuard

WireGuard [15] is a modern secured tunnel that is operated over IP layer. The
WireGuard Handshake protocol is based on Noise framework, which results
in minimalistic and secured message exchange. Specifically, the WireGuard
protocol uses a Noise Handshake pattern. The security of this pattern is
formally verified in [24]. This pattern requires one-round trip of the message
exchange between an initiator and a responder for session keys calculation; a
static public key of initiator/responder is transmitted in an encrypted form.

WireGuard uses a point-to-point protocol for transporting IP packets that
are encapsulated in UDP packets. The tunnel implements AEAD (Authen-
ticated Encryption with Associated Data) form of data encapsulation. The
data message is shown in Figure 2. The output from the AEAD is the
concatenation of a ciphertext, which is of the same length as a plaintext, and
a 128-bit tag, which is the output of the Poly1305 function, respectively. See
[16] for details.

| IP HDR I Data I

e Encrypted by
4B 48 88 Chacha20 .

New IP

HDR I UDP HDR I MSG HDR I key_idx
|

Counter 64b | encrypted data[] N * 16B l AUTHTAG 16B
I
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I
I
Authenticated by Poly1305 :

Figure 2 WireGuard data message: ChaCha20 and Poly1305 AEAD [15].
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5 Security Analysis

In this section, we analyze the security solutions in several aspects.

5.1 Tunnelling

IPsec is a standardized solution for network security in 3GPP. IPsec functions
at Layer 3, providing an end-to-end security via tunnels. The payload encryp-
tion and decryption occur only at the end of the tunnel. A major drawback of
IPsec is its complexity. Not only it entails a dedicated encryption engine,
but also IPsec significantly enlarges the size of an Ethernet header, which
degrades the performance of networks.

In contrast, MACsec is a relatively simple protocol. It expands only the
header in a minimal way. Because MACsec is usually PHY port-based, it
supports easy upgrade and high-speed connectivity up to 100 G at low power
and low cost. The disadvantage of MACsec is that all traffic traversing the
link requires matching and verifying secret keys at each node.

WireGuard is not a part of eCPRI Network Security Protocol suites.
However, WireGuard has the potential to replace IPsec because it offers faster
speeds and better reliability with new and improved encryption standards.
The major strength of WireGuard is the simplicity of configuration and oper-
ation. It minimizes attack surfaces and enhances its performance. A downside
of WireGuard is that peers are authenticated using pre-shared public keys that
should be delivered in out-of-band. Another drawback is that WireGuard does
not offer extensibility, negotiation, or cryptographic agility [17].

Nevertheless, an optical fronthaul is rather static, compared to 3GPP
mobile networks. Hence, the requirements for management and agility of the
security mechanisms in 3GPP would not be essential for securing optical
fronthaul. Furthermore, the security of WireGuard is formally verified by
several cryptanalytic groups, e.g. in [18]. WireGuard is recently released
into the standard Linux kernel. Hence, it will be a de-facto VPN standard
for any Linux VM/bare metal, which eliminates the need for installing extra
packages.

5.2 Overhead

The overheads of MACsec, IPsec and WireGuard are depicted in Figure 3.
Table 1 shows how the size of overhead is calculated in detail. An eCPRI user
plane PDU consists of one or more eCPRI messages separated by eCPRI
common header (4 bytes). See Figure 4. This adds at least 4 bytes eCPRI
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Figure 3 Comparison of MACsec, [Psec and WireGuard: AEAD data encapsulation
overhead with 256-bit key length.

Table 1 Calculation of overhead in bytes

Protocol Overhead  Description

MACsec 32 SecTag(16) + ICV(16)

IPsec ESP-AES-256-GCM 56 Tunnel IP(20) + ESP(8) + IV(12) + ICV(16)
WireGuard 60 Tunnel IP(20) + Tunnel UDP®) + WG

Header(16) + WG AUTHTAG(16)

overhead (OH) per packet (so-called for non-concatenated case, where one
eCPRI message is mapped onto a transport network layer payload [1]. The
eCPRI Transport overhead in total is summarized in Table 2. It shows that
an extra overhead added by tunneling is negligible; for a packet size of
1500 bytes, it increases only about 3%. The calculation is based on the
3 Gbps eCPRI payload rate, which transmits 375,000,000 bytes per second.
A payload size is slightly different for each tunneling protocol; for MACsec,
it is 1464 bytes, and, for IPsec and WireGuard, it is 1412 and 1408 bytes,
respectively.

Resulting number of packets must be transmitted over Ethernet line, so
we are adding VLAN tag (for eCPRI over MACsec only), Ethernet MAC
(14 bytes), FCS (4 bytes) and Framing OH (preamble and Start of frame
8 byte and inter-packet gap 12 byte) to original byte number. This gives us
the desired line rate for transmitting eCPRI payload. The rate is 3.086 Gbps
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Figure 4 Two concatenated eCPRI user plan messages [1].

Table 2 The eCPRI Transport Overhead in bytes. The packet MTU is assumed to be 1500
Bytes. The size of Eth MAC + Framing is calculated by DMAC(6) + SMAC(6) + Etype(2)

+ FCS(4) + PRE(8) 4 IPG(12)

Item MACsec IPsec WireGuard
eCPRI Header (minimum) 4 4 4

eCPRI UDP 0 8 8

eCPRI IPv4 0 20 20

Enc Header 16 (SecTag) 20 (ESP) 16

Enc Trailer 16 16 16

Tunnel UDP 0 0 8

Tunnel IPv4 0 20 20

Tunnel Overhead 36 88 92

eCPRI Payload 1464 1412 1408
VLAN tag 4 0 0

Eth MAC + Framing 38 38 38

Total Overhead 364+4+38=78 88 + 38 =126 92 + 38 =130

for MACsec, 3.08 Gbps for IPsec and WireGuard. Hence, Overheads are not
decisive factors for the selection of the protocol. Note that an extra UDP layer

in WireGuard can be ignored.

We might check forwarding pipeline difference between MACsec, IPsec
and WireGuard, but eCPRI seems to be mostly P2P, so forwarding decision

is almost trivial.

5.3 Re-key interval

It is important to replace an encryption key before a certain amount of data
are processed with a single key in order to constrain the key exposure. This
amount is called “key lifetime”. A specific value of the key lifetime should
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be determined in accordance with some safety margin for protocol security.
In [19], it is given that low bounds on the amount of data that AES-GCM can
process without needing a key change.

We note that MACsec, IPsec and WireGuard have different re-key poli-
cies. If they are used for the security of fronthaul networks, the following
points should be considered.

5.3.1 MACsec

A re-key process can be occurred based on the volume of traffic or the time
interval. For the high capacity links such as 5G fronthaul, a re-key interval
should be carefully set in such a way that the targeted security level is ensured
by encrypting a limited amount of data with a single key. Every MACsec
frame contains a unique 64-bit packet number (PN) [20]. The Extended
Packet Numbering (XPN) can be used to configure the re-key that is used
for the GCM-AES-XPN-128 or GCM-AES-XPN-256 cipher suites under the
defined MKA policy.

5.3.2 IPsec

The SA must begin a new IKEv2 SA re-key before the key lifetime expires
[21]. The default key lifetime of SA is 8 hours. Assuming that 5G fronthaul
uses a link of 10 Gb/s and IPsec has a 8-hour key lifetime, about 36 TB
(10 Gb/sec x 8 x 3600 sec/key) data would be encrypted with a single
key. Hence, according to [19], the attack success probability will be around
2759 If IPsec is used for the higher speed of link such as 100 Gb/s, then
the maximum amount of data will be 360 TB and the attack success proba-
bility is lowered to around 274°. The re-authentication interval is derived by
multiplying the key lifetime by the IKEv2 Authentication Multiple.

5.3.3 WireGuard

The WireGuard protocol uses short-lived sessions with ephemeral keys in
order to ensure perfect forward secrecy. Each session lasts for at most
3 minutes and at most 264 - 2% - 1 data packets transmissions. Hence,
according to [19], the attack success probability is negligible since the amount
of encrypted data is far below than the lower bound.

5.4 Quantum-resistance

All MACsec, IPsec and WireGuard rely on classical public key cryptosys-
tems. Hence, they will not be secure in a quantum world. We investigate the
possibility to add a quantum-resistance feature to these protocols. We note
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that most quantum-resistant cryptographic algorithms are relatively new and
require further analysis [22].

5.4.1 MACsec

MACsec can be quantum-secure by enforcing the use of 256-bit symmetric
keys for the payload encryption and quantum-resistant cryptographic algo-
rithms for the node authentication. The MSK derived in EAP methods should
be established by mandating the use of a quantum-resistant cipher suite.

5.4.2 IPsec

In the IPsec tunnel, the peer authentication and session key establishment
are performed by the IKE protocol [21]. This means that IPsec can achieve
quantum-resistance by enforcing the use of a quantum-resistant cipher suite
during the IKE protocol. For this, new key exchange identifiers need to be
defined in the Secure Association. A negotiation process is done in the same
way as classic key exchange such as Diffie-Hellman key exchange.

5.4.3 WireGuard

WireGuard uses Curve25519 [23] for an ECDH key exchange. It can be
replaced by a quantum-resistant key exchange algorithm. Alternatively, Wire-
Guard allows to use a pre-shared key (PSK) that is a pairwise-unique static
symmetric key. This optional PSK is mixed with session keys using the key
derivation function (KDF). As shown in [25], a quantum adversary could
break ephemeral ECDH, which reveals static public keys. This means that an
adversary can compute a long-term static key pair of the initiator or responder.
However, this attack would not reveal session keys thanks to the presence of
the PSK.

The main operational challenge of using WireGuard with PSK is the
requirement of secured out-of-band channel for distribution of PSK and
public keys. For 5G transport network it is translated to the presence of
technician on the site, which may increase operational cost.

6 Experiment

We performed a simulation of eCPRI traffic with IP tunneling. We mea-
sured a one-way latency for three cases: a single IP forwarding, a paired IP
forwarding without tunneling, and a paired IP forwarding using WireGuard
tunneling.
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Figure 5 A test system with ECPA (Etherjack Connection Performance Analysis) over
10 GbE fiber.

6.1 Testbed Setup

A block diagram of the test system is depicted in Figure 5. The eCPRI
traffic between a source node (IP: 10.1.0.2) and a sink node (IP: 10.2.0.2) is
simulated by Traffic Generator (ADVA FSP 150 XG116Pro embedded with
a traffic generator and an analyzer, allowing the latency measurement with
resolution of 50 ns). Network elements A and Z are connected via a 10 GbE
fiber link and an IP tunnel is established between A and Z.

The source node generates a specific size of IP packets with different
rates; each packet has a sequence ID which is encoded in the IP payload.
The traffic is forwarded by A and Z towards the traffic analyzer where the
latency of the packet is measured. In order to avoid IPv4 fragmentation and
re-assembly of the tunneled traffic, each packet is generated in the length of
1420 bytes.

Network elements A and Z are based on x86 platforms (Xeon-D SoC
D-2166NT@2.0 GHz and D-1559@1.5 GHz), running Ubuntu 18.04 with
kernel version of 4.15.0. The BIOS and Linux OS are configured in such a
way that the maximum CPU frequency is kept.

6.2 Analysis

The purpose of experiments is to estimate the latency added by an
encryption/decryption process. Hence, we do not perform an exhaustive
performance evaluation of state-of-the-art IP forwarding. Instead, we use the
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Table 3 Experimental results — throughput and latency

Case Throughput (Gbps)  Latency avg. (us)  Latency min. (ps)
Baseline 1 5 30 12
Baseline 2 5 74 20
Baseline 3 2 108 32

regular Linux kernel stack as a simple performance baseline and benchmark
an impact of the encrypted tunnel.
We tested the following cases:

(1) Baseline 1: single D-2166NT IP forwarding;
(2) Baseline 2: two routers D-2166NT and D-1559 IP forwarding; and
(3) Baseline 3: Baseline 2 + WireGuard tunnel.

For each case, we measured throughput, average latency, and the mini-
mum latency. We generated a single stream of IP packets with a payload of
1420-byte length.

The average latency of the single node IP forwarding is 30 ps. Comparing
Baseline 1 with Baseline 2, we can see that the second IP router adds
74 — 30 = 44 ps latency on average, which is explained by lower CPU fre-
quency of D-1559: the frequency ratio is 2 GHz/1.5 GHz = 1.33, the latency
ratio is 44 us/30 us = 1.47. For the case 3 that WireGuard tunneling is used
in Baseline 2, WireGuard tunnel processing adds 108 — 74 = 34 us to overall
latency on average. We assume that individual router latency contribution
follows the CPU frequency ratio, i.e. D-2166 takes 15 us and D-1559 takes
19 us, respectively.

6.3 Discussion

In [5], the BBU processing time is found to be 2754 s, leaving a maxi-
mum of 246 ps to the fronthaul path’s round-trip time, a one-way delay of
123 us. Hence, a one-way fronthaul latency should be 100 us for the best
performance [2].

However, one may not expect that software-based tunneling protocols
could satisfy strict latency requirements even the packet processing is accel-
erated by DPDK [26] or XDP [27]. An average latency of software-based
packet forwarding (1500 Bytes) is 7 us (XDP) and 3 us (DPDK) [28]. Adding
encryption/decryption processing in software will cost an extra latency which
might exceed 100 ps.

Let D denote the maximum transmission distance of an optical fronthaul.
The sum of transmission delays and baseband processing time at BBU must
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be less than 3 ms. Note that the round-trip transmission latency of an optical
fiber is 10 pus/km. According to [5], the round-trip delay components are

e Typical processing time: RF (40 us), eCPRI (10 ps) and BBU (2700 ps)
e Fronthaul equipment processing delay: 4 us [1]

Suppose that the encryption/decryption processing time takes 7" ps. Then,
the distance D (in kilometers) is determined as follows:

D = 3ms —40pus — 10 pus — 2700 us — 4 us — 7')/10 ps/km
= 24.6 — 0.1 x T (km)

As our experimental results show, the one-way encryption/decryption
processing in software adds about 34 us to the “regular” IPv4 packet
forwarding time. Hence, for a round-trip processing, the distance

D =246 — 01 x 2 x 34 = 17.8 km,

i.e. the maximum transmission distance of a fronthaul link needs to be
reduced by around 28%.

Note that we put the results of non-optimized software implementa-
tion as a base line. It might be improved by using a hardware crypto
accelerator. Hence, the next step would be to evaluate an FPGA based
implementation of (selected) secured tunneling protocols, which accelerate
the encryption/decryption processing speed, allowing a longer transmission
distance for the secure optical fronthaul.

7 Conclusion and Future Plan

It is of importance to ensure the security of fronthaul network while main-
taining low latency for 5G services. The eCPRI specification puts the use of
security protocols such as MACsec and IPsec as an option for the security of
the fronthaul transport network. We found out that WireGuard has potential
to replace IPsec due to its speed and simplicity. According to our analysis,
the extended eCPRI transport overhead induced by security protocols has
negligible impact on the latency. However, the processing time of crypto-
graphic operations may cause a non-negligible latency, which results in a
significant reduction on the maximum transmission distance between RRH
and BBU. Even quantum-resistant MACsec, [Psec and WireGuard would be
more challengeable due to their enlarged key size and increased computa-
tional complexity. It would be interesting to see whether hardware assisted
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cryptographic computation could minimize the latency of security protocols.
We also pointed out that a re-key interval should be carefully configured for
a high-speed link of the fronthaul since the security level can be bounded by
the maximum amount of data that are encrypted with a single key.
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