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Abstract

In the last two decades, the number of rapidly increasing cyber incidents
(i.e., data theft and privacy breaches) shows that it is becoming enormously
difficult for conventional defense mechanisms and architectures to neutral-
ize modern cyber threats in a real-time situation. Disgruntled and rouge
employees/agents and intrusive applications are two notorious classes of such
modern threats, referred to as Insider Threats, which lead to data theft and
privacy breaches. To counter such state-of-the-art threats, modern defense
mechanisms require the incorporation of active threat analytics to proactively
detect and mitigate any malicious intent at the employee or application level.
Existing solutions to these problems intensively rely on co-relation, distance-
based risk metrics, and human judgment. Especially when humans are kept in
the loop for access-control policy-related decision-making against advanced
persistent threats. As a consequence, the situation can escalate and lead to
privacy/data breaches in case of insider threats. To confront such challenges,
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the security community has been striving to identify anomalous intent for
advanced behavioral anomaly detection and auto-resiliency (the ability to
deter an ongoing threat by policy tuning). Towards this dimension, we aim to
review the literature in this domain and evaluate the effectiveness of existing
approaches per our proposed criteria. According to our knowledge, this is one
of the first endeavors toward developing evaluation-based standards to assess
the effectiveness of relevant approaches in this domain while considering
insider employees and intrusive applications simultaneously. There have been
efforts in literature towards describing and understanding insider threats in
general. However, none have addressed the detection and deterrence element
in its entirety, hence making our contribution one of a kind. Towards the
end of this article, we enlist and discuss the existing data sets. The data
sets can help understand the attributes that play crucial roles in insider threat
detection. In addition, they can be beneficial for testing the newly designed
security solutions in this domain. We also present recommendations for
establishing a baseline standard for analyzing insider-threat data sets. This
baseline standard could be used in the future to design resilient architectures
and provide a road map for organizations to enhance their defense capabilities
against insider threats.

Keywords: Insider threats, anomaly detection, attack deterrence, intrusive
applications, machine learning.

1 Introduction

To understand the financial implications of such attacks, we studied the most
recently released reports on “Cost of Insider Threats” [2, 4, 17]. According
to these reports (containing data reporting from over 300 global organiza-
tions), the number of organizations experiencing insider incidents (between
21–40 events) annually has increased by 15% over the last four years. The
average annual cost affiliated with these threats is just above $15 Million and
$648,000 per incident (a 23% increase from the average cost per incident in
2018). These numbers show how drastic the situation is when dealing with
insider threats. This calls for an imminent need to design more effective and
efficient methods for detecting and mitigating insider threats.

On the other hand, in the mobile application domain, only half of the US
mobile consumers are either aware of or have any antivirus-based protection
on their mobile devices [27]. Whereas according to a recently published
report by McAfee [3], more than half of the smart devices do not contain
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any security layer to defend against privacy evading intrusive applications.
Instead, the users have to rely on application publishing authorities, i.e.,
Google Play store, or Apple store. These services might be helpful when
it comes to the identification of malware or malapps, but they provide no
support, user awareness, and defense against intrusive applications. Hence,
smart device consumers are vulnerable to all intrusive applications and data
theft. The readers must also notice that the financial damage (as mentioned
earlier) related to these incidents includes only the data reported by the
organizations. It does not incorporate the potential damage that could be
done to millions of smartphone users on a day-to-day basis by intrusive
applications.

The technology that is closest to a solution for protection against a
disgruntled employee is Security Event Management (SEM) or Security
Information and Event Management (SIEM) systems [47,48]. The underlying
principle of these systems is to efficiently collect logs from firewalls or oper-
ating systems, for (positive) correlation-based log/data analysis or predefined
policy violation analysis. When either of these events happens, the system
triggers an alarm to alert the security administrator or analyst. In the next
stage, the security administrator inspects the legitimacy of the alarm, to make
sure it is not a false-positive event. Once confirmed, the admin/analyst either
reports the incident to the IT facility or takes the necessary actions. In the
majority of cases (organizations or institutions), the security admin must
report any such incidents to the IT department, as the security admin/analyst
mostly does not have privileges to change/tune access control policies. The
added delay becomes potentially an ideal situation for an ongoing attack and
thus benefits the adversary.

Modern mobile operating systems such as Android and iOS allow users
to extend the functionality of their platforms by installing third-party appli-
cations. Those apps, in essence, could be considered insider threats to the
platform and the users alike. As such, numerous works have been proposed
to detect the privacy risks of these applications. The bulk of research in
this area has identified two types of risks: malicious apps and intrusive
apps. Malicious apps are intentionally built to harm users and their devices.
On the other hand, intrusive apps are benign since they are built to provide
users with services. However, intrusive apps tend to collect more sensitive
information about the users for advertising purposes. For the scope of this
paper, we will only focus our discussion on intrusive applications as a source
of insider threats. As just like legitimate (disgruntled) employees have access
to organizational resources, these applications have a safe passage to the
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Figure 1 Threat neutralization: illustration of insider attack time-line vs. insider threat
deterrence capability.

broad range of on-device resources that can access the private information
about the user. This access could potentially be used to collect sensitive
information if unnecessary permission is provided to an intrusive application.

One of the most crucial steps, toward thwarting insider threats, is devel-
oping an understanding of the threat timeline that emerges as a result of such
attacks. Only then could it be possible to evaluate a defense mechanism
in a proper context and to understand the degree and depth of protection
provided by it. We construct a side-by-side comparison-based analysis of the
insider threat and defensive timelines (steps taken in the existing state-of-the-
art solutions to neutralize them). The threat timeline of such attacks can be
divided into four stages (Figure 1).

The first stage for the attacker does not require any effort since
he/she already has access to the resources/device by being a legitimate
employee/application. On the other hand, the first stage for the defender is
anything, but simple, as it requires the collection of activity-based informa-
tion stored in system logs; hence, in the first stage, defenders can only gather
these logs. During this phase, given the current state-of-the-art technologies,
it is nearly impossible for defenders to comprehend an insider’s motivation
(since they are legitimate employees). The second stage of such attacks
involves preparations for deciding what to steal, whether it is an on-device
application or a disgruntled employee. As for the defenders, they can only
analyze the collected data from the system logs (in the case of an employee)
and access permission set (in case of an intrusive application). In the third
stage (attack processing), once the insider has decided what to do (e.g.,
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privilege escalation, data theft, or privacy evasion), they could either transfer
the data (obtained as a result of the aforementioned type) to a local external
drive or a remote server via secure SSH connection. At this stage, SIEMs can
start generating correlation-based alerts that are not necessarily true positive.

On the other hand, in the case of intrusive applications, there is no stan-
dard way, nor are there industrial tools to generate privacy alarms. Once an
application has been installed on the device with the requested permissions,
there is no way for an end-user to rectify the damage unless he/she decides to
uninstall the application. In the employee’s case, these alerts are investigated
by human security (Security Operation Center (SOC)) analyst, which takes
an average of 15 minutes according to the SPLUNK guide and recently
published reports [2, 17].

The last stage for the attacker is relatively brief, as it only involves data
transmission. This could take a few to several minutes, depending on the
complexity and nature of the data. This stage could overlap with any defender
activities, as the defender technology may only be in the alert generation
(threat analysis) phase instead of detection and mitigation. The threat analysis
stage for defenders enormously requires human assistance (SOC analysts), as
the access control policies are not tuned automatically and need to be tuned
either by a security analyst or (primarily) by the IT department.

In the case of intrusive applications, the defender has no capability and
time to mitigate the threat. Therefore, there is a need to have a mitigation
mechanism that can detect any intruding actions (requiring abnormal per-
mission requests). However, there is no existing mechanism that provides
this feature. Most of the research efforts in this domain are geared toward
designing recommendation systems rather than mitigation systems.

The recent surveys also show that 70% of reported organizations use
some SIEM technology (not for insider threats) for general security moni-
toring [2, 17]. Among these organizations, only 25% can monitor employee
behavior. Therefore, it leaves most organizations at the mercy of SOC ana-
lysts and their ability to write detection rules since SIEMS can only identify
events according to pre-defined rules and cannot generate alerts against
unseen events/behaviors or ongoing attacks. These statistics and comparisons
of the aforementioned two threat timelines show that the security gaps in the
existing technology enormously benefit the adversaries. These gaps must be
filled with new and more agile methods.

The same is the case with intrusive applications. The lack of existing
standards and architectures is the main reason for the repeated attacks on
users’ privacy [6, 49]. There is an urgent need for a robust solution or
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combination of solutions to mitigate intrusive apps at run-time. The solution
would synthesize and assign the optimal (low-risk) set of permissions to
an application. Existing recommend systems cannot contain these threats,
forming this survey’s basis. Thus, our goal is to identify existing solutions
in this domain and evaluate them. The evaluation determines if a solution can
potentially be used to defend against insider threats.

Toward this objective, we propose a five-point evaluation criterion. For
each potential solution, we first evaluate if this solution focuses on detection
or deterrence. For detection, we further identify whether the proposed solu-
tion uses any existing (i) signature-identification-based detection approaches
or an (ii) anomaly-identification-based detection approaches. (iii) Our third
dimension in the evaluation criterion is a data-based check. It verifies whether
a behavioral attribute is present in the detection data set. Although employee-
based insider threats and intrusive applications are two different aspects
of the same problem, understanding how an insider behaves is crucial in
designing a mitigation solution. (iv) The fourth dimension in the evaluation
criterion is to confirm whether the proposed solution provides or relies on any
risk/reputation-based metric. (v) Our final dimension in the evaluation is to
confirm whether the proposed solution can provide autonomous deterrence
by autonomous permission/policy regulation.

Threat detection and deterrence in domains such as insider employees
or intrusive applications is still emerging. To the best of our knowledge,
there is no single contribution toward encapsulating and summarizing exist-
ing defense approaches in these domains. This becomes the motivation of
our work, and towards this direction, we contribute the following: we first
propose a taxonomic classification of existing approaches to assist a poten-
tial reader and then evaluate each one of them according to our proposed
criteria. We believe that this is essential not only for understanding behav-
ioral anomalies but also for deterring an insider promptly and effectively.
Second, we propose our future recommendations and conclusion, which can
be substantially beneficial to deal with the existing challenges in this domain.

The rest of the paper is organized as follows in section. 2, we hierar-
chically describe our taxonomic classification. In Section 3, we discuss the
Detection part of the literature. Section 4, presents the approaches focused
on the Deterrence aspects and further classifies them into manual/semi-
autonomous and fully autonomous solutions. In Section 5, we evaluate
classified approaches according to our proposed criteria, and finally, in Sec-
tion 6, we discuss existing data sets to test newly developed approaches in this
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domain and propose our recommendations/guidelines to develop a baseline
standard towards dealing with insider threats.

2 Taxonomy of Insider Threat Detection & Deterrence
Mechanisms

Figure 2 provides an overview of our proposed classification. The very first
level in the hierarchy of classification contains objectives. The primary two
objectives in the insider threat domain are to either detect an insider or
to deter an ongoing insider attack. Different methods/processes have been
adopted to achieve these objectives, bringing us to the second classification
level. For instance, Insider Threat Detection can be either signature-based
or anomaly-based. Whereas on the other hand, Deterrence can be achieved
either via autonomous methods or semi-automatic methods. The third level
in the taxonomy contains techniques implemented in the methods to achieve
desired objectives. These techniques can be as simple as calculating cor-
relation based on log analysis, as in the case of SIEM, or representation
of the access control mechanism on the bio-inspired principles. To better
inform our readers about the potential of an approach, at the final level of
the hierarchy, we highlight what type of capabilities can be attributed to a
particular approach. Eventually, in the last level, we identify the goals and
objectives attributed to a specific approach. In the next section, we discuss
each existing method in detail under the umbrella of the main goals and
highlight their limitations.

3 Threat Detection in Insiders & Intrusive Application

Due to the nature of contributions in the insider threat detection
domain, we classify the related work in this domain into two categories:
(1) anomaly-based threat detection techniques and signature-based threat
detection techniques [21]. Due to the involvement of non-technical factors for
understanding the behavior of a legitimate individual/employee, this domain
faces rare and unique challenges, as compared to the challenges faced by
the other detection domains [47]. For instance, involvement of unrelated
activities, unusual variation or shift in a user’s behavior, lack of verifiability
of privilege escalation, and inter-dependency of activity attributes on each
other. All these parameters make insider threat detection domain much more
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Figure 2 Classification of insider threat detection & deterrence research.
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complex, making an insider threat one of the biggest existing challenges in
the cyber-security domain [2, 14].

3.1 Signature-based Threat Detection Systems

Signature-based detection methods are designed to detect known real-world
threats based on the signatures affiliated with an attack or threat. Signatures,
in terms of insider threat, can be described as a pre-existing policy, i.e., illegit-
imate access to a key resource, file, or system. In literature, Agrafiotis et al. [8]
proposed a tripwire solution based on the policies defined over alarming
behaviors, and attack patterns, to predict/detect actions that are indicators of
insider threat [47]. The proposed approach neither provides any understand-
ing of how the result of detection will reinforce the policy regulation, nor
any real-life threat test data-set-based experimental evaluation. IBM SIEM
solution, QRadar, works on the same principles, via incorporation of offenses
(signatures) implementation. This signatures-based offense repository is then
used to detect threats, in general, [25].

Attack trees based approaches, to detect insider threats, have also been
proposed in literature [11]. The authors leverage the attack-graph-based
concept to model all possible scenarios through which an insider can com-
promise a certain asset/target. The main advantage of constructing attack
graphs/trees is the possibility of computing a minimum cut set. A minimum
cut set, once computed against each scenario, can then be used to help design
countermeasures. The approach has a significantly high dependency on the
accuracy of the modeled process (attack graph), whereas, such models can
only incorporate known vulnerabilities and are not useful when it comes to
unknown threats. The proposed approach also does not provide any basis to
account for behavioral anomalies and access regulation.

Gates et al. purposed to communicate risk-based information to users
along with the permissions required by an application. The authors assign
a risk score to each application based on its permissions relative to the rest
of the applications in the data set. The authors claim that the inclusion of
risk score information significantly affects the users’ decision in application
selection [20]. Although it provides an added layer of awareness to the users,
the authors do not show how significant/effective this inclusion can be in
avoiding the installation of intrusive applications.

The paper of Mohsen et al. proposed a security-centric ranking algorithm
to assist users in avoiding installing intrusive applications. It is built on top of
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the Elasticsearch engine. It calculates an intrusiveness score for an app based
on user preferences, the broadcast receivers of an app, and its requested per-
mission stacks. A high privacy score of an app shows that it uses permissions
and configurations common to all its peers. In their demo system, users can
search for applications, and the results would then be displayed and ranked
based on their relevance to the query and intrusiveness score. The authors
tested the efficiency and accuracy of the approach via bench-marking and a
user study, respectively. The results suggested that the presented approach
protects mobile users’ privacy and enforces the least privilege among devel-
opers to satisfy users’ demands for privacy [33]. In an extended version of this
work, Mohsen et al. conducted further bench-marking after tripling the size
of the dataset [34]. In addition, the authors conducted a statistical analysis
of the intrusiveness scores of more than a million applications. The results
showed that the system scales well with the increase in the data set size. The
distribution of the intrusiveness scores over the different genres proves its
applicability in a real-life scenario.

Bisgin et al. [10] proposed a machine learning model for the prediction
of malicious Android applications based on their permissions requests and
system broadcast receivers. Before this work, many researchers have only
used permissions. In their work, they showed the contribution of broadcast
receivers in increasing the detection accuracy of the models.

3.2 Anomaly-based Threat Detection Systems

Anomaly-based detection systems do not rely on the signatures of an event,
rather they develop an approximate understanding of malicious activity by
constructing a profile about the normal behavior. Therefore, any deviation
from normal behavior is categorized as an anomaly.

The focus of these systems is on identifying unknown attacks and behav-
iors for which no known fingerprints/signatures are available. In literature, for
learning behavior or normal pattern the use of non-technical psychological
indicators has also been proposed, as using such indicators can enhance the
chances of understanding the psychological state of an insider for detection
purposes [7, 39].

One such approach which utilizes non-technical indicators, to predict an
individual’s behavior is proposed by Brdiczka et al. [13]. The authors use a
game data set (World of Warcrafts), along with activity-related information
from social networks to evaluate their approach. Although they provide
grounds for developing a detection mechanism to incorporate non-technical
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indicators, in reality, the relevance between a game player and an insider is
closer to none due to the differences in the nature of attributes, motivation,
and intent in which an individual behaves [47]. The proposed research also
does not present any hint about how to utilize the measured threat impact of
an individual for policy regulation purposes.

Belief-based approaches have also been used in the literature to detect
behavioral anomalies. Chen et al. [16], are the first to propose a formal
framework based on probabilistic theory to deal with insider threats. The
authors use a belief-based Bayesian modeling approach to first construct
belief about the intention of an insider to attack. Then, it uses a probabilistic
model checking to calculate the probability of an attack by a potential insider.
The proposed approach suffers from fundamental limitations when it comes
to calculating the probability values and Markov Decision Process (MDP)
based modeling for all threat scenarios.

The resultant model becomes highly unrealistic and complex as MDP
requires modeling of each threat and an individual along with state transitions
(actions that an individual can perform to trigger some threats) among them,
while only allowing the analysis of an individual at a time. Whereas it
becomes highly impractical when analyzing an organization with hundreds (if
not thousands) of employees. The second limitation of the proposed approach
is the utilization of Bernoulli’s distribution for assigning the values of proba-
bilities to the transitions in the MDP model. In reality, the actions of an insider
do not follow Bernoulli’s distribution, as this only allows the outcome to
have two possibilities (yes/no), and hence cannot predict complex unknown
behavior (as insider attacks are a series of unknown events). The approach
also does not use technical attributes, which could enhance the chances of
detection [47].

A similar approach proposed by Brdiczka et al. [13] also leverages an
automated technique and incorporates non-technical attributes (by collecting
sensitive data, i.e., social network surfing) for the analysis. The authors
aimed to increase detection accuracy by incorporating non-technical indi-
cators, whereas the evaluation could only deliver 82% accuracy. However,
the approach performs better than existing approaches. However, it is highly
impractical for real-life usage. This is due to some technical challenges, i.e.,
low accuracy and the unavailability of a mapping mechanism from detection
to policy regulation [47].

In literature, some methods focus on specific threat detection rather than a
generic one. For instance, Zhang et al. [42] analyze document access patterns
to understand users’ intentions based on the document’s contents. The authors
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proposed constructing all users’ profiles and defining anomaly as a deviation
of the current access pattern from the history profile. The proposed method
is focused on monitoring only a single indicator (access file type), resulting
in the capability only to analyze the specific type of insider threat, i.e.,
information leakage. According to recently published research and technical
reports, combining multiple attributes for detection purposes can enhance the
detection accuracy [14, 17, 47].

Another similar approach that works on the same concept has been pro-
posed by Senator et al., which observes an insider based on his/her database
access behavior [53]. The authors incorporate multiple attributes to deal
with the low signal-to-noise ratio challenge. However, they do not provide
any information about how their detection results can be leveraged to tune
policy against an insider. Additionally, their approach relies on a security
manager/analyst for necessary (access control reporting/tuning) actions.

Legg et al. [29] proposed a Principle Component Analysis (PCA) based
solution to analyze behavioral anomalies by observing the employees’ online
activities. The authors proposed to construct user activity vectors hourly
and build a 24-hour activity matrix for employees. This activity matrix is
passed onto the PCA module to calculate the distance between activity
vectors and classify users into groups identifying the insiders with high
variance. These methods require a user-defined threshold/criteria to classify
the data into a certain number of groups. Hence, it limits the ability of
a security manager/analyst to interpret information and trigger necessary
actions promptly to deal with an ongoing threat. Another limitation of the
approach is that it clusters identical users in the same group. Integrating
it with policy regulation mechanisms makes it challenging, as traditional
policies are defined hierarchically, and all identified malicious individuals
may not belong to one hierarchy, highlighting the need for an automated
policy optimization/synthesis process.

Finally, Rashid et al. [43] proposed a detection method based on Hidden
Markov Models (HMM). The proposed method learns the normal (behav-
ioral) profiles of employees and analyzes deviations from the normal profiles
to detect insider threats. Normal behavior is considered as the sequence of
events in the context of the paper. The proposed approach performs well while
learning from data that is sequential. However, due to the complexity of the
problem and the increasing computation cost of training large models, the
efficiency of the proposed problem in real-life scenarios can be very limited.

In the mobile application domain, Quattrone et al. proposed Privacy-
Palisade [41] to identify intrusive applications. In this work, the set of
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applications is divided into similarly-function groups. Each app is then
assigned a privacy score based on its permission requests and relative to
other apps in the same group. An intrusive app requests permissions that are
considered unusual to the group. The authors reported that their approach was
able to label 5%–10% of google store applications as outliers. However, they
did not provide any distinction between outliers and anomalous applications.
They didn’t also share the list of outlier applications for further evaluation.

Hu et al. proposed a completely different approach to tackle intrusive
apps [24]. The authors modeled the behavior of an application based on
its static call graphs. Instead of ranking the permission stack, they used a
page ranking algorithm HITS to simulate a method call graph, therefore,
determining a static call graph of an android application. This approach
allows security analysts to detect flaws and calls to sensitive methods. Their
approach is mostly focused on malware. Nonetheless, it can potentially be
used to detect intrusive applications if it is applied to permission-related
information. One major flaw of the proposed approach is that the detection
is completely dependent on social ranking rather than using it as one of the
broader attributes for detection.

Kartik et al. proposed a similar approach to malware detection (IPDroid).
The authors proposed an algorithm to find the best set of permissions and
intents to detect exploits in android applications. The approach uses Infor-
mation Gain to rank the permissions and intents, then uses machine learning
to find the best-set combination of permissions and intent. The experimental
results demonstrate that the best set consists of 37 features, i.e., 20 intents
and 17 permissions, achieving an accuracy of 94.73% [28]. The proposed
approach intents to find the best set of permissions and intent. However,
the authors neither provide any calibration of underlying parameters for
prediction, nor any mathematical criteria for labeling prediction.

4 Insider Threat Deterrence: Access Policy & Application
Permission Regulation

In this section, we discuss and enlist contributions, which either provide
a way of autonomously tuning access control policy or propose to deal
with an insider in a semi-automatic way. In either case, the fundamental
ingredients to actively deter an insider involves the integration of threat ana-
lytics (via considering behavioral attributes) and policy tuning/synthesizing
mechanisms.
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4.1 Manual/Semi-Autonomous Approaches

RBAC is the most intensively used architecture in the access control domain.
Though it has certain benefits, this control’s architecture does not allow
automated synthesis of security policies at run time. Due to these inherent
limitations, several extensions to this architecture have been proposed over
the recent years [15, 18, 19] to eliminate this problem. These extensions
into RBAC integrate the risk/trust notion in the access control mechanism.
These approaches proposed tuning access policy against risk or trust level
changes. However, they do not provide comprehensive details about how
the risk or trust values are calculated. In addition, they do not specify how
the access control policy can be synthesized to satisfy all constraints fully
automatedly.

Sudip et al. [15] proposed associating a trust interval to each role, and then
trust intervals are assigned to each employee. Hence, the roles of users are
changed/switched according to their trust levels. This approach violates the
fundamental property of RBAC, in which users are assigned roles according
to their function in the organization’s hierarchy instead of trust levels.

Feng et al. [19] proposed that the users must be assigned to the
roles according to their context information and trustworthiness. A similar
approach is proposed by Gimmock et al. [18], in which permissions are
labeled with risk and trust thresholds. If the trust of the user requesting
authorization balances the risk of the action, permission is granted. These
approaches incorporate the notions of trust and risk in access control mech-
anisms. However, none of these approaches provide any clear answers to the
most fundamental questions in the insider threat deterrence domain, such as
how the trust and risks are computed, and how the risk can be minimized on
run-time.

Ma et al. [31] proposed to assign roles with confidence levels, whereas
employees/users are assigned clearance levels. Actions and assets are
assigned values according to the nature of their significance. Based on these
assignments, risk against a user (with a specific role) trying to access an asset
is calculated. However, the proposed approach does not provide any way
to mitigate insider threats, as the parameters representing trust/risk are not
dynamic and are not linked with the user’s behavior. In addition, the authors
also do not provide any experimental evaluation of the proposed mechanism.

In [50], the authors proposed assigning users a specific budget depending
on their organizational roles. They also set a cost factor for each access
permission. When an authorized user requests access to an asset, the value
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of the budget is consumed (as there is a cost affiliated with permission),
and approval is granted only if the cost is under the available budget of
the user. The authors claim that these approaches can force individuals to
spend their budget more cautiously. However, the proposed method may
provide significant advantages to a disgruntled employee. For instance, a
legitimate employee turned into a malicious insider may not care about
spending his all budget to steal critical files/assets, leaving the organizational
assets vulnerable [47].

Similar approaches which aim at minimizing risk exposure have also been
proposed in the literature [9, 38]. For instance, Nissanke et al. [38] proposed
an approach for risk analysis in which the permission set is labeled with the
risk values, and role hierarchy is organized based on the risk. The author
aims to assist a security analyst such that he/she may only assign permissions
to the roles after considering the risk affiliated with these permissions. The
proposed approach does not allow the maintenance of a role hierarchy, which
is unrealistic, as the roles in an organization are required to maintain a
hierarchy, as RBAC hierarchically allows inheritance.

Aziz et al. [9] proposed a method to optimize risk exposure against the
system’s evolution. The risk is defined in an interval over reals [t, t′) ∈ R.
A subset of obligations is associated with the users based on the assessed
risk. The number of obligations can increase or decrease against a user at
any time. However, the authors incorporate risk in the system but do not pro-
vide information about risk calculation, behavioral analysis, and fulfillment
checks against imposed obligations.

Malicious applications have been studied far more than intrusive applica-
tions. This is because the former is relatively older than the latter. In addition,
the threat of malicious applications is more severe than that of invasive
applications. Therefore, more research is needed to counter intrusiveness
among mobile apps. For example, designing automated permission/policy
enforcement approaches.

Rashidi et al. presented an automated permission enforcement approach
for Android called DroidNet [44]. DroidNet assists normal users in mak-
ing safe decisions concerning permission requests. DroidNet uses crowd-
sourcing to collect suggestions from expert users and use this information
to provide recommendations to users about whether to accept the appli-
cation’s permission request or not. The authors evaluated the working of
their application via simulation instead of real-life user-based experience.
The authors neither used any risk-based metric nor permission/broadcast
receiver-related information to assess the intrusiveness of an application.



236 U. Rauf et al.

Instead, the framework heavily relies on the suggestions of expert users via
crowd-sourcing.

Asma Hamed and Hella Kaffel Ben Ayed proposed a slightly different
approach but targeting similar goals [23]. The authors developed a privacy
scoring algorithm based on the relative severity of permissions and interac-
tions and their importance rating. They found that most requested permissions
are the ones that are related to storage, device, location, account, and other
personal information. The data set that was used in this study has only 64
applications. The authors did not provide any details about contamination
within the data samples.

4.1.1 Commercial Tools
Many commercial products also incorporate risk in their solutions, e.g.,
SAP [51], Oracle [40], IBM [26], and Beta Systems [5]. These products
mitigate risk by closely monitoring and auditing the usage of risky per-
missions. The risk values, however, are not used to make access control
decisions, missing the opportunity to incorporate the overall known behavior
of the users to prevent insider threats. The threat of inference of unauthorized
information is particularly relevant in the insider threat context. This threat
occurs when through what seems to be innocuous information, a user is
capable of inferring information that should not be accessible. In existing
approaches to deal with inference threat, [12], when the user is about to
conclude some unauthorized information, the system prevents it by denying
access or providing scrambled data. This is only adequate for some types
of organizations. Organizations may need to provide access to multiple
pieces of information to a single employee, even if they result in undesirable
inferences. Existing RBAC extensions do not consider the risk of inferred
information. Hence, limiting the existing tools to mitigate the inference risk
in RBAC-based systems.

4.2 Autonomous Approaches

Recently bio-inspired concepts have also been used to design auto-resilient
architecture and protocols to address the autonomous policy regulation chal-
lenges. In this section, we discuss these approaches in detail. Although Rauf
et al. [45] recently published an extensive literature review of bio-inspired
cybersecurity approaches, the article does not include insider threat detection
or deterrence-based methods in their scope.
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4.2.1 Bio-inspired approaches to access control regulation
As a result of evolution, biological systems depict promising features and
intrinsic appealing characteristics. These characteristics include inherent
resiliency to failures and perturbations, adaptability to varying environmen-
tal conditions, and collaborative behavior based on a limited set of rules.
A cellular regulation mechanism is an example of previously mentioned
attributes, which mitigates the perturbations (unusual protein concentration
rate) at the cellular level via signal transduction mechanism by maintaining
the optimal amount of protein concentration due to abnormal behavior of
specific proteins. For a detailed discussion on cellular regulation, we refer
our readers to the recently published article [45].

Rauf et al. [46] proposed a genetic regulation-inspired formal framework
to regulate network-level policy against an attack autonomously. The frame-
work includes an automated reconciliation protocol (among access control
security devices, e.g., firewall) which each autonomous device can use to
optimize the risk against the assets it is protecting. The authors integrate
qualitative risk levels in access control and represent each access control
device as an individual process/entity. The authors do not provide any detec-
tion method against behavioral anomalies (nor consider behavioral attributes
while calculating risk). Instead, their approach assumes that risk is mapped to
the permission set. The higher the asset’s value, the higher the risk associated
with it if access is granted to a request from a low-tier system/user. Therefore,
their proposed approach implements a reconciliation method among devices,
where devices can synthesize and reconcile policy configuration, for which
the risk is minimum. Although this is the first effort towards autonomous
reconciliation among access control devices, the approach is limited in its
application to only network-level access, as it does not monitor or address
systems-level access control.

Another approach that works on the principles of Cellular Regulation
has also been recently proposed [47]. The authors present an integrated
framework for a systemic approach to autonomously synthesize the access
control policy in real-time against an originating insider threat via integra-
tion of detection and threat analytic with policy decision procedure. The
authors use behavioral indicators (e.g., login time, surfed websites, file access
pattern) to construct a behavioral vector against users and apply supervised
machine learning algorithms to assess behavioral deviation. These behavioral
deviation scores are then used to calculate risk against access permission.
The trouble is eventually used in policy regulation mechanisms to synthesize



238 U. Rauf et al.

a correct policy configuration. As for an access control policy, the authors
define it as follows:

P :
∨
k

(
∧
ij

(rij)) whereas, i, j, k ∈ N

Where rij represents a rule in a configuration when user i is allowed to access
asset j, therefore, a policy becomes a conjunction of disjunctions, forming a
sequence of regions as in a DNA sequence.

The authors proposed to model the problem of policy regulation as a state
transition system. The possible policy configurations and risk vectors against
users at a given time are taken as input. The system then provides a satisfiable
configuration as an output. Although the authors present a detailed descrip-
tion of the policy regulation system and theoretical semantics, a thorough
evaluation of the system is still to be seen.

In the next section, we briefly discuss our evaluation criteria and evaluate
all the approaches mentioned above, describing which goals they achieve
while addressing the problem of insider threats.

5 Evaluation

Key elements which we consider for evaluation are the integration of behav-
ioral attributes for intent prediction/detection, Risk/Trust/Reputation score
for understanding deviation from the expected behavior, and automated
Policy Regulation mechanism. We believe these three elements are most sig-
nificant when dealing with insider threats. As proposed by recently published
technical reports, behavioral and risk indicators can play a crucial role in
understanding malicious intent [2, 17]. Hence, these elements form the basis
of our evaluation.

In Table 1, we summarize the previous research efforts in the context
of insider threat detection and deterrence. We evaluate the literature based
on the criteria that we mentioned above. First, we check if a contribu-
tion belongs to the anomaly or signature-based detection domain. Second,
we evaluate whether a proposed method/contribution considers behavioral
attributes in the detection mechanism. The third most important element in
our literature review is whether a proposed method incorporates risk, trust, or
reputation-based metrics in the access control problem. Finally, we evaluate a
contribution against whether the proposed method links risk-based analysis to
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Table 1 Existing techniques and limitations

Behavioral Risk Policy
Approach (Year) Signature Anomaly Attributes Indicator Regulation

Agraotis et al. [16] 7 7 7 7

Bishop et al. [16] 7 7 7

Oliver et al. [12] 7 7 7 7

Chen et al. [15] 7 7 7

Ted et al. [13] 7
(single indicator)

7 7

Zhang et al. [14] 7
(single indicator)

7 7

Rashid et al. [16] 7 7 7

Legg et al. [17] 7 7 7

Nissanke et al. [04] 7 7 7 7

Aziz et al. [06] 7 7 7 7

Sudip et al. [06] 7 7 7 7

Ma et al. [10] 7 7 7 7

Liang et al. [12] 7 7 7 7

Feng et al. [17] 7 7 7 7

Rauf et al. [19] 7 7 7

Rauf et al. [19] 7

Rauf et al. [21] 7

Gates et al. [14] 7 7 7

Quattron et al. [15] 7 7 7

Hu et al. [18] 7 7 7

Rashidi et al. [18] 7 7 7 7

Khariwal et al. [20] 7 7 7

Mohsen et al. [18] 7 7 7

Mohsen et al. [22] 7 7 7

Hamed et al. [16] 7 7 7 7

the policy regulation process since we aim to determine if a proposed method
can effectively deter known/unknown insider attacks.

6 Existing Data-sets & Recommendations

Although insider employees and intrusive applications are two categories
of insider threat domain, The nature of the data and approach towards
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designing countermeasures based on the data sets available in the literature
are completely different.

6.1 Data Set for the Analysis of Employee-based Insider Threats

The most detailed and widely used data sets to test an approach against the
behavior of an insider threat were released by CERT and CMU in 2016 and
2020, respectively [1,22,30]. The data sets contain the daily log activities for
more than one thousand users. The data is classified into five threat scenarios
(file: scenario.txt). Following are the brief details about all the scenarios for
which it could be used:

• Data Theft: An employee who is in the last part of his/her employment
period (tenure/contract) attempts to transfer sensitive (or any) data by
any means (via remote connection or local transfer)

• Intellectual Property Theft to benefit a Competitor: An employee starts
browsing/exploring the employment website of a competitor company
and attempts to steal sensitive information by any means (via remote
connection or local transfer)

• Disgruntled System Administrator: System admin steals the password
of a superior authority, and later (days, weeks, or months after securing
access to the machine) uses the account to send out (an alarming) email
to the staff or all the employees in the company, causing panic.

• Privacy Invasion: An employee/admin uses another employee’s
machine to scrap for important/personal information and files and tries
to export it. This conduct becomes more and more frequent over the
period.

• Data Theft by Former Employee: A former employee, who still main-
tains access privileges, attempts to steal data for personal gains after
being fired from the position.

The data-set 4.2 in [30] is a “dense needle” data set containing instances from
most of the scenarios. Any or all of these scenarios could be used to train
and test newly proposed detection/deterrence mechanisms against employee-
based insider threats. These scenarios will work as a policy adopted by an
organization to keep a check on incidents if anything with similar signatures
occurs. Contrarily, the data can also be used to train machine learning models
to learn about the expected behavior of individuals and test the models against
abnormal activities (scenarios). Finally, we recommend removing maligned
employees’ data before training the models because the data are not labeled.
Moreover, if malicious samples exist in the data set, the training ability to
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learn normal behavior will significantly reduce. For a detailed description of
the scenarios related to sub-data-sets, we refer our reader to the corresponding
link [30].

6.2 Data Set for the Analysis of Intrusive Applications

The data set used to test the proposed intrusiveness-detection models was
mainly collected from the Google Play store by Mohsen et al. [35]. It con-
tains both the metadata of the applications and their binaries-APK (Android
Package Kit) files. The metadata comprises twenty-four attributes (features)
representing all the information on the Play store pages, such as the descrip-
tion, size, downloads, and ratings. All manifest files were extracted from the
binaries and then parsed to retrieve the permissions and broadcast receivers.
This resulted in the generation of 312 binary attributes containing 137
permissions and 175 receivers.

Additionally, the collected applications’ status was recorded on three dif-
ferent occasions. The status was then used to generate a new binary attribute
indicating whether the app was removed from the store. It is important to
note that the data set collection took months and was executed in different
stages. Though the data set was used in various publications along the
way [33, 34, 36, 37], the main instances of the data can be accessed under
these references: [32], and [35].

6.3 General Guidelines for the Analysis

In this section, we conduct a preliminary investigation of the data mentioned
above sets and provide our recommendations to establish standard guide-
lines for analyzing any such data sets. Our recommendations are based on
an extensive literature review, past contributions, and the experiments we
conducted during our investigation in this paper. Although the employee and
application-based data sets differ in nature and involve different features, the
proposed guidelines are equally applicable.

1. Noise Removal based on A Prospective Criteria: During this step, the
data must be pre-processed and cleaned of any outliers. To establish the
outlier threshold, the security analyst must use either statistical crite-
ria involving the six-sigma rule or an unsupervised machine learning
method.
Regardless of which approach is used, the analyst must set up a criterion
and keep it consistent throughout the various phases of the analysis.
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2. Divide & Conquer Or Unity is Strength: Big Data Vs. Small Data
Decision: This is the most critical phase of insider threat analysis
research, where an analyst must decide if he/she wants to divide the data
into small segments or combine the data into a more significant chunk
to get better accuracy of labeling.
One approach is not suitable for all types of data sets. For instance,
analyzing combined behavioral data sets of employees might lead to
more false positives, eventually affecting the overall accuracy of the
predictions [48]. Therefore, we recommend dealing with employee-
based cases on an individual basis. Whereas, for intrusive application
analysis, we recommend categorical segregation of the data.

3. Feature Elimination: After the big/small data decision, the next step
is to perform feature elimination. This step should help an analyst to
narrow down the number of features, especially if they plan to use a
big data approach. This step could also reduce computational overhead,
given the limited processing power of mobile devices. Regardless of the
method chosen by an analyst, this step could exponentially affect the
analysis accuracy and heavily relies on small/big data decisions.
We conduct some preliminary evaluation by performing two different
experiments to establish evidence. First, on the combined genre data
set of intrusive apps, and second, on the single genre-based data set
(extracted from the primary data set) [35]. An analyst may choose
any arbitrary method or design a novel metric. Once the data profile
is selected, we use Inverse Information Gain (IIG) process to measure
the importance of the feature. IIG is a metric we define to reverse the
measurement effect of Information Gain using Shannon’s Entropy [52].
Information gain is usually defined as the quality of information a
feature carries within the context of a data set. Whereas in this scenario,
we are interested in the features which are of the most minor importance.
We formally define our metric as follows:

IIGi : (IGi)
−1 7→ {0, 1}

Whereas IIGi represents the value of an attribute. The IGi is usually
measured in range {0,1}. Hence, IIG values could result in the range
{1,10}. To keep it consistent with IG, we scale/map the results back
to the {0,1} range. Therefore, the higher the value, the less quality
of information a feature contains. An analyst may choose not to scale
the values back, but in our experiments, we choose to scale them back
for easy interpretation of results. Once a score is assigned to each
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Figure 3 Feature elimination test on similar threshold: combined genre vs. single genre.

feature, we establish a criterion for deciding a threshold for dropping
the features. In both experiments, we measure the standard deviation
(SD) of IIG and define the values above 3*SD as extreme values of low
importance. Figure 3 shows the results for both experiments.
To elaborate on the results, we compare the number of features dropped
in both experiments and present the results in Table 2. The experiments
resulted in seven excessive drainage features for the case of collective
data analysis compared to single category analysis. It shows that when
analyzing collective categories, an analyst could drop some of the fea-
tures that may not seem important in the context of the joint data set but
are critical features for a specific category. Therefore, it is essential to
understand and compare different perspectives before finalizing the set
of eliminated features.

4. Data Labeling: Defining Intrusiveness Criteria: In this phase, an ana-
lyst depends on a deep understanding of an insider threat data set
acquired from the previous steps. By establishing baseline criteria, either
by using any existing metric or by designing a novel metric, the analyst
should be able to define normality. Eventually, any significant variation
from normality will be construed as an anomaly. We recommend that
the analyst confirms by adding known malicious samples to the data set
whether they are tagged/labeled malicious by the proposed criteria.

5. Learning What the Normality Looks Like: In the final stage, we
recommend that machine learning models be trained offline to avoid
any latency for run-time decision-making and communications between
client and server (in the case of Android application-based defense).
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Table 2 Feature elimination comparison. multiple genres vs. one genre

Dropped Features (All Genres) Dropped Features (Single Genre)

ACCESS COARSE LOCATION ACCESS COARSE LOCATION
ACCESS FINE LOCATION ACCESS FINE LOCATION
ACCESS WIFI STATE ACCESS WIFI STATE
GET ACCOUNTS GET ACCOUNTS
READ PHONE STATE READ PHONE STATE
VIBRATE VIBRATE
WAKE LOCK WAKE LOCK
WRITE EXTERNAL STORAGE WRITE EXTERNAL STORAGE
android.intent.action.BOOT
COMPLETED

android.intent.action.BOOT
COMPLETED

ACCESS NETWORK STATE
READ EXTERNAL STORAGE
CAMERA
RECEIVE BOOT COMPLETED
CAMERA.1
CONTACTS
LOCATION

7 Conclusion & Future Directions

This paper considers the threats that could arise from an insider employee
or an intrusive application by clearly defining and classifying insider threats
at a granular level. This research also presents a detailed review of existing
methods and approaches to addressing the above-mentioned threats. The
third main contribution of this research is to develop qualitative criteria
for evaluating the existing techniques and their future potential. As a final
contribution, the paper presents detailed guidelines and information about
existing data sets that can be used to test and evaluate any novel approach
in the future. Based on our analysis, only the methods designed on the bio-
inspired principles show some potential to be used for effective deterrence
since they provide a way of integrating Threat Analytics with Policy Reg-
ulation mechanism. Although an integrated framework has been proposed
recently [47], the rigorous evaluation of an actual data set is still to be
seen. Another technical limitation is the usage of traditional supervised
machine-learning methods for behavioral prediction. Although they provide
reasonable accuracy, they are limited in encapsulating the inter-dependencies
of behavioral attributes, as they capture the behavior of independent features
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(as opposed to non-linear behavior, using deep learning). Since an intrusive
attack is a sequence of activities, and activities are not separate, it gives
rise to non-linear dynamics with complex inter-dependencies of attributes,
hence the need for more efficient deep-learning-based approaches which can
account for this. Similarly, a very limited amount of work has been done in the
literature to counter intrusive applications. Deterring intrusive applications
brings additional challenges into the picture, as only a few resources are
available on mobile devices to conduct run-time anomaly detection. Although
lightweight applications can be designed by performing computationally
complex ML training using cloud-based servers, this raises concerns over
the privacy of the end users. Users must provide/share their application-
related data to leverage such run-time detection algorithms. How well future
developments can balance these trade-offs is yet to be seen.
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