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Abstract

When creating signature-based cybersecurity systems for network intrusion
detection (NIDS), spam filtering, protection against viruses, worms, etc.,
developers have to use hardware devices such as field programmable gate
arrays (FPGA), since software solutions can no longer support the necessary
speeds. There are many different approaches to build hardware circuits for
pattern matching (where patterns are the parts of signatures). Choosing
the optimal technical solution for certain conditions is not a trivial task.
Developers of such hardware tend to act intuitively, heuristically. In this arti-
cle, we provide tools to help them intelligently build cybersecurity systems
using FPGAs. For the qualitative analysis of FPGA-based matching schemes,
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the classification of efficiency criteria and related indicators is considered.
This classification was compiled by studying a large number of practi-
cal developments of FPGA-based cybersecurity systems, primarily NIDS.
A method of rapid calculating numerical characteristics of the FPGA-based
signature system components is proposed as a quantitative assessment tool.
This method based on the use of so-called estimation functions allows avoid-
ing the time-consuming execution of the digital circuit synthesis procedure.
A number of experiments were carried out with the most promising matching
schemes, allowing evaluating the above-mentioned tools. The rapid quan-
tification method allows developers of hardware-accelerated cybersecurity
systems to even apply it at each iteration within the optimization procedure
cycle.

Keywords: Signature-based cybersecurity system, multi-pattern matching,
FPGA, NIDS, qualitative and quantitative analysis.

1 Introduction

Reliable information protection from cyber threats and malware is currently
an urgent problem in the use of information systems. Methods and tools
based on artificial intelligence technologies, such as deep neural networks and
others, despite the progress achieved in recent years, still haven’t eliminated
the possibility of recognition errors. In contrast to traditional fields of applica-
tion of information systems, attacks on critical infrastructure facilities, which
include energy companies, can lead to catastrophic consequences. Therefore,
methods of detecting malicious activity, based on the use of signatures
that ensure mathematically strict recognition, do not lose their relevance in
the creation of cybersecurity systems, such as network intrusion detection
systems (NIDS), antiviruses, anti-worm systems and spam filters [1, 2].

Signature-based technology uses descriptions of known attacks, which,
among other attributes, contain so-called patterns – fixed sequences of char-
acters (encoded by bytes). During the functioning of the signature system
of cybersecurity, the flow of incoming information is scanned in real time
for the presence of matches with patterns from the provided list – the set of
patterns. Checking each byte of input data (the contents of network packets
in the case of NIDS) against a dictionary whose size reaches hundreds of
thousands or even millions of samples becomes a resource-intensive task.
Modern networks already have a throughput of tens and hundreds of gigabits
per second, which makes the situation even worse.
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Therefore, the problem of multiple string recognition (multi-pattern
matching) [3] of large size pattern sets becomes a “bottleneck” in
the construction of cybersecurity systems based on signature approach.
The distance between the speed requirements of cybersecurity systems and
the performance that their software implementations can provide is constantly
growing due to the limitation of sequential execution of operations in standard
processors [4]. Therefore, only hardware solutions are potentially capable of
providing the required speed.

Reconfigurable accelerators (RA) based on field-programmable gate
array (FPGA) integrated circuits are becoming an increasingly popular plat-
form for use in cybersecurity systems. Modern products of programmable
logic contain tens of millions of gates, have flexibility almost like that of
software and performance at the level of specialized hardware devices [5–9].

A study of the world experience in designing reconfigurable cybersecurity
systems shows that developers, in an effort to achieve greater efficiency, use
circuitry solutions of a very different nature [4, 10]. After trying one or
another approach and encountering certain difficulties, researchers propose
numerous modifications, techniques and tricks to improve the basic scheme
(Figure 1).

The analysis of known developments and examples of reconfigurable
security systems reveals the following three most promising approaches:

• Content-addressable memory (CAM) based on digital comparators (DC)
[12–14];

• Bloom filter (BF) based on hash functions [15–17];
• Aho–Corasick algorithm on finite automata (AC-FA) [18–20].

 
Figure 1 The main approaches, technologies and techniques for building matching circuits
for cybersecurity systems [11].
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A comprehensive analysis of world studies in this area conducted in [10]
consider technologies, approaches and its modifications for every of these
three directions, analyzing the advantages and drawbacks of each approach,
the possibilities for improving the technical characteristics, the complexities
of implementation on FPGAs and the ways to overcome them.

In order for developers to be able to systematically, at a high scientific
level, operate with numerous options for circuit solutions, they must skillfully
possess their qualitative as well as quantitative characteristics. Therefore,
developers critically need some tools for qualitative and quantitative analysis
of both reconfigurable cybersecurity systems in general and their components
as well.

For the qualitative analysis a hierarchy of efficiency criteria and cor-
responding indicators is considered on the example of such signature
cybersecurity systems as NIDS. Intrusion detection systems have historically
been the first and, accordingly, the most studied FPGA-based information
security systems, and we can use them without losing the generality of
reasoning. To determine the performance indicators that are important for
qualitative analysis and organize them into a hierarchical structure, we stud-
ied a lot of practical results published by many developers of information
security systems based on FPGA, primarily NIDS.

The quantitative values of the technical characteristics of reconfigurable
cybersecurity systems can be found by performing a digital circuit synthesis
procedure using an appropriate CAD tool, for example from the manufac-
turer of the FPGA being used (for example, the WebPack ISE for FPGAs
from AMD/Xilinx [21]). But this process contains several complex steps
and consumes too much time [22]. The method of accelerated quantitative
assessment of the technical characteristics to be discussed is based on the
use of the so-called estimation functions (EF) and doesn’t require the use of
costly procedures of full synthesis.

The rest of this paper is organized as follows: Sections 2 and 3 consider
the qualitative and quantitative assessment tools respectively. Experiments to
test the tools proposed are performed in Section 4. Discussions are given in
Section 5. Finally, conclusions are drawn and the future research is discussed
in Section 6.

2 Qualitative Assessment

To evaluate the properties of reconfigurable cybersecurity systems and their
components and to compare different approaches and individual technical
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Figure 2 Hierarchy of efficiency indicators.

solutions, it is necessary to define efficiency criteria and correspondent
indicators.

The efficiency criteria of any digital device include the amount of hard-
ware costs, speed of action and set of functions to be performed. The analysis
of available knowledge allows revealing the hierarchy of efficiency indicators
(EI) as follows.

All indicators can be divided into main and intermediate ones (Figure 2).
The main EIs are cost indicators, performance indicators and functional
indicators. Intermediate EIs bind some of the main ones.

2.1 Cost Efficiency Indicators

Cost EIs are: the amount of programmable logic resources, which are needed
to create a digital circuit; memory costs – both internal (logic cell flip-
flops) and BRAM memory blocks, also external to the FPGA chip on-board
memory of the reconfigurable accelerator, as well as other costs that can be
estimated in numerical units.

It is worth noting here that although cost indicators (as well as perfor-
mance indicators) are inherently quantitative parameters, in this context they
can also be used for qualitative evaluating and comparing approaches and
technical solutions. Using them in this sense involves operating with the
concepts of “relatively high cost” or “relatively low costs”, etc.
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2.2 Performance Efficiency Indicators

Performance indicators include, on the one hand, the size of the pattern set
(the number of different patterns to be recognized), and on the other hand,
the speed of the tool, which is characterized by the processing time, by
bandwidth, or by latency.

An important qualitative EI of this category is also the predictability
of bandwidth, that is, the ability of the device to provide a predetermined
operating rate (Deterministic performance) [19]. Some algorithms for single
or multiple pattern recognition, for example, Boyer–Moore or Wu–Munber,
which use certain heuristics to increase their throughput on average, depend-
ing on the input data, change the processing speed in a wide range [23].
At the same time, other algorithms, for example, Aho–Corasick [18], have
deterministic performance.

The bandwidth predictability feature makes it easier to deal with other
speed characteristics of the system and facilitates the integration of the
recognition module with the rest of the technical system components and
improves the usability of cybersecurity systems.

2.3 Functional Efficiency Indicators

Let’s consider some of the EIs of NIDS that are functional. The most common
among them are mainly qualitative indicators:

• The ability to counteract attacks aimed at cybersecurity systems or other
information defense tools;

• The ability to update the pattern set without stopping the recognition
process (property of dynamic reconfiguration);

• The ability to chose a subset of recognized patterns by external com-
mand (property of selective recognition);

• Ability of NIDS to operate in the intrusion prevention mode.

Note that the last of the mentioned indicators is inherent only to intrusion
detection systems.

When creating some security systems, special requirements occur, as a
result additional functional indicators can appear.

2.4 Intermediate Efficiency Indicators

Intermediate EIs, as mention above, displays the relationship between
main EIs.
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Scalability indicators, which relate speed characteristics to cost char-
acteristics, are important for evaluating the effectiveness of reconfigurable
computing tools. Scalability is the ability of a technical solution to increase
performance characteristics without excessive additional costs [19].

There are three types of scalability:

• By bandwidth (Speed scalability) [24];
• By the volume of the pattern set (Rule-set scalability) [25];
• By the length of the patterns (Pattern length scalability) [24].

An important intermediate indicator is the ability to use redundancy of the
pattern set in order to improve speed and resource characteristics. Due to the
self-similarity effect, the information contained in the signature database is
redundant. A cybersecurity systems’ ability to use this redundancy to improve
its effectiveness is its useful property.

The rich experience of creating and using reconfigurable cybersecurity
systems by the world community highlighted the need for universal and
generalizing indicators that would combine the properties of both cost and
speed indicators. Accordingly, a number of indicators were proposed, which
in quantitative terms have the form of a certain functional dependence (math-
ematical expression of arbitrary complexity) on the main quantitative EIs.
Such indicators are best suited for quantitative evaluation of the effectiveness
of technical solutions and their components. Let’s call such EIs derivative
indicators.

2.5 Comparison of the Most Promising Approaches to Building
Matching Schemes

Having the developed system of qualitative efficiency indicators allows com-
paring different technical solutions, in particular, approaches to building
matching schemes for signature-based cybersecurity systems.

Table 1 presents the results of a quantitative analysis of the most promis-
ing approaches mentioned in the Introduction section. It shows whether the
determined EI is a medium/significant advantage or a medium/significant
drawback of each approach.

The analysis leads to the conclusion that each of approaches has its own
positive features and disadvantages [10]. But none of the approaches demon-
strates total superiority over others. Any advantage in one of the indicators
turns into a disadvantage in other ones. As a result, none of them can be
called the leading approach acceptable for the vast majority of cybersecurity
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Table 1 Comparison of main matching schemes for reconfigurable NIDS [10]
Approach

Parameter CAM Bloom Filter Aho–Corasick

Logic costs − − − + +++

Memory costs distributed − − − + +++

BRAM +++ + − − −
onboard +++ +++ − − −

Speed +++ + −
Speed predictability +++ − − − +++

Functional
parameters

the ability to counter attacks
targeted at the security system

+++ − − − +

dynamic update − − − + +++

selective recognition − − − + +++

ability to work in NIPS mode +++ + −
Scalability by bandwidth +++ + −

by pattern set size − − − +++ − − −
by pattern length − +++ +++

Ability to use redundancy of pattern set + − − − +++

A significant drawback that negates the main
advantages of the approach

Excessive
resource costs

Fixed pattern
length

“Explosive”
memory growth

Notation: “+”– medium advantage; “+++” – significant advantage; “−” – medium drawback;
“− − −” – significant drawback.

applications. Moreover, each approach has at least one significant drawback,
which, in fact, negates its main advantages (see the last row in the table).

For example, DC-based CAMs and their modifications provide maximum
performance, but are more expensive than other approaches in terms of
hardware costs and power consumption. They also do not have excellent
scalability. The Bloom filter is more scalable and resource efficient, but
imposes a limit on the patterns length distribution property. It also requires
additional cost to verify the results obtained due to its inherent probability
of false positive errors during matching. Finite automata are modest in terms
of logic resources consumption, provide stable but relatively low throughput,
are difficult to build, and lead to an “explosive” increase in memory costs for
large pattern sets.

The efficiency parameters discussed in detail above make it possible to
qualitatively evaluate various technical solutions for signature-based cyber-
security systems. However, for productive work, developers of hardware
matching devices need also a rapid tool for their quantitative assessment. The
specifics of programmable logic, which is used as the basis for reconfigurable
systems, is such that the full cycle of synthesis of a complex digital circuit on
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an FPGA requires an unacceptably time costs. The problem is exacerbated
when it is required to calculate quantitative technical characteristics to find
the objective function inside the optimization procedure cycle, for example,
when combining different approaches in one device to maximize the total
effectiveness of the resulting scheme [26].

3 Quantitative Assessment

3.1 Method for Quick Quantitative Evaluation

As evidenced by the qualitative analysis of reconfigurable signature cyber-
security systems, the main quantitative technical characteristics of matching
schemes are resource and speed parameters. Other indicators can either be
presented through these two, or are fundamentally impossible to evaluate with
numerical values.

The essence of the accelerated method for quantitative evaluation of
the technical characteristics of the components of signature cybersecurity
systems based on FPGA is that for each i-th component of which the means
of protection consists (its most critical component is the recognition module),
an EF is created. Such a function for a given matching scheme, which
must be synthesized inside a RA with known parameters, and a given set
of patterns Pi, which this circuit must recognize, outputs two numerical
estimates: the resources (hardware costs) Ri required to create this circuit,
and the time delay Ti that it will have after synthesis: θi = {Ri, Ti}. In fact,
the EF consists of two parts – the resource component (RC) and the time
component (TC).

If the construction of the TC usually does not cause difficulties (the
signal propagation delay inside the circuit consists of individual delays of
the subcircuits connected in series, and is equal to the maximum delay of
subcircuits connected in parallel), then the calculation of the RC is not a
trivial task. Various resources are spent when synthesizing circuits in recon-
figurable accelerators: look up tables (LUT), flip-flops, memory devices of
various types – such as, for instance, the internal block memory of the FPGA
and the on-board memory of the RA, which is external to the FPGA.

In order to ensure the methodical rigor of comparing technical solutions,
it is necessary to reduce the calculation of resources of different types to some
single conventional unit. Such a unit can be some minimal structural element
of the FPGA, for example, a LUT. Then it can be assumed that all calculations
are performed in conventional look up tables (CLT). Using this approach, we
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can write the value Ri of the resources required for the synthesis of the i-th
component of the computing scheme in such form:

Ri = Li + αFi + βBi + γMi (1)

where Li is the volume of FPGA logic resources (number of LUTs); Fi is the
amount of resources of the FPGA distributed memory (the number of flip-
flops); Bi – FPGA block memory volume (Mbit); Mi – on-board memory
of the reconfigurable accelerator (Mb); α, β, γ – coefficients of bringing
resources of various types to the CLT.

Of course, the list of resources used in the creation of reconfigurable
devices can be wider in general (for example, it can include memory com-
ponents such as High Bandwidth Memory (HBM) from newest AMD/Xilinx
FPGA devices [27]). The advantage of the somewhat simplified expression
(1) is that the list of resources involved in it will be acceptable for most
FPGAs that are currently available for use, including the most simple and
inexpensive devices. On the other hand, if necessary, it is not difficult to
add new terms to (1) and adjust the calculations. That is, the abbreviated
expression (1) does not limit the scope of use of the proposed method.

Since the properties of a pattern set are of essential importance in the
construction of EFs, let us consider auxiliary statements that will simplify
the process of formalization and operation with them.

3.2 Handling Patterns

We present a set of patterns to be recognized in the following form:

P = {p1, p2, p3, . . . pk, . . . pσ|σ,Ω,mmin,mmax, δ, µ, µz, ν} (2)

where p1, p2, p3, . . . pk, . . . pσ is a set of patterns, that is, fixed sequences of
symbols, while the code of each symbol belongs to a certain alphabet Σ
(in the case of byte encoding Σ = {0016, 0116, 0216, . . . , FF16}); σ – the
number of patterns in the set, Ω – the total number of symbols in the set
of patterns; mmin and mmax – the length of the shortest and longest pattern
in the set; δ – length distribution function; µ and ν – the first and second
self-similarity functions; µz is the first partial self-similarity function.

Formula (2) assumes that the patterns in the set are ordered as follows.
Let’s sort all the patterns in the set P in ascending order of their length. The
patterns of the same length form the so-called batches, and it does not matter
how they are ordered inside the batches. Let’s enter the index j as follows.
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First, its value corresponds to the length of the patterns in the pack, starting
with the shortest patterns:

j = mmin,mmin + 1,mmin + 2, . . .mj , . . .mmax

Secondly, each subsequent value of the index is necessarily one more than
the previous one, that is, there are no gaps in the numbering. Then the length
of each pattern in the set will match the index of its package: mj = j. But
the reverse statement is false, because for some indices j there may be no
patterns of the corresponding length. Therefore, the number of batches in the
P pattern set is generally smaller than the difference between the lengths of
the extreme dimensions (mmax −mmin).

The length distribution function δ as a function of the index j is equal to
the number of patterns in the corresponding package: δ(j) = δj . With the
help of the function, it is not difficult to calculate the number of symbols in
the set of patterns and the number of non-zero packets.

The self-similarity functions µ, µz , ν – are quantitative parameters of
a certain pattern set that characterize the degree of similarity of patterns
among themselves. In fact, these functions determine the redundancy present
in the set of patterns. This can be used to reduce the number of comparison
operations when solving the problem of multiple pattern recognition, that
is, to reduce resource costs when creating a cybersecurity system matching
module. In a practical sense, the function µ simplifies calculations for circuit
modification DCAM of the base scheme BsCAM on content-addressable
memory approach; the function µz simplifies calculations for other circuit
modification – DpCAM; function ν is found algorithmically when calcu-
lating the quantitative characteristics of circuits based on the Aho–Corasick
approach [18].

If new efficient pattern matching schemes, significantly different from the
known ones, are invented, it is possible to define new self-similarity functions
to describe pattern sets.

3.3 Creating Estimation Functions

Below are some examples of estimation functions for the most promising
matching schemes and their modifications.

The principle of construction of RC of EF of a digital scheme consists
in calculating hardware costs of all kinds, namely LUTs, flip-flops, memory
blocks, etc., and reducing them to a single unit of measurement according to
formula (1). The TC of EF is calculated according to theoretical information
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on the delay of signal propagation in the component parts of the circuits,
taking into account their interconnections.

For different matching schemes, the sequence of actions in determining
the EF and its final form will differ. For some technical solutions, it is possible
to create separate techniques for compiling the RC or TC of the estimation
function. But the general principle of formation of EFs remains unchanged.

For example, if we have to find the resource component of the estimation
function for the base scheme BsCAM (built on content-addressable memory
using digital comparators), we consider its circuit and simply calculate all
LUTs and flip-flops it contains taking into account the pattern set this scheme
has to recognize [26]. Having performed all the necessary calculations, we
get the expression for the RC of EF:

RBsCAM =

mmax∑
j=mmin

δj

(
Λ(x)j +

⌈
j − 1

x− 1

⌉)

+ α

8mmax +mmin

⌈
σ − 1

y − 1

⌉
+

mmax∑
j=mmin+1

⌈∑mmax
i=j δi − 1

y − 1

⌉
(3)

where Λ(x) is a qualifier function that determines the number of LUTs
needed for recognizing one byte of information depending of the number x

of LUT inputs: Λ(x) =

{
1, x ≥ 8
2, x < 8

; y is the load capacity (maximum fan-out

value) of the outputs of FPGA internal components for the given RA.
As we can see the expression (3) contains variables σ,mmin,mmax, δ,

which are parameters of a set of patterns, and constants x, y, α. The absence
of coefficients β and γ in (3) indicates that BsCAM scheme doesn’t use
memory resources. The absence of self-similarity functions indicates that
this scheme doesn’t use the redundancy that is inherent in the dictionary of
signatures, which is its disadvantage.

The time component of the EF for BsCAM can be taken as equal to
the period of the clock frequency of the digital circuit, obtained during
several completed full synthesis procedures. Taking into account the non-
linear dependence of the clock frequency on the resources amount, the EF
TC of this scheme can be presented as follows:

T =
S

AT +BTR+ CTR2
(4)
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where AT , BT and CT are empirically found coefficients of the quadratic
approximation of the functional dependence of the maximum clock frequency
of the digital circuit synthesized in the FPGA on resource costs; R is the
amount of hardware costs (in CLT), obtained by formula (3); S is the
frequency division coefficient, which indicates how many times the clock fre-
quency differs within the “fast” and “slow” zones according to the technique
of dividing the digital circuit into time zones [14].

Therefore, obtaining a TC (as opposed to a RC) may require synthesizing
the device one or more times. But when further multiple using, the need for
synthesizing procedure disappears.

Let’s look at a few more EF RC examples for other solutions to better
understand their features.

A similar direct calculation of the hardware resources of the decoded
CAM (DCAM) modification leads to the following form of EF RC:

RDCAM = 256Λ(x) +

mmax∑
j=2

(⌈
j − 1

z + 1

⌉ 255∑
s=0

NotZ(µ(s, j))

)

+

mmax∑
j=mmin

δj

⌈
j − 1

x− 1

⌉

+ α
255∑
s=0


mmax∑

j=2

NotZ(µ(s, j)) + µ(s, j)− 2

/ y − 1


(5)

where z is the maximum possible delay value of the digital delay circuit built
on the LUT of the given FPGA; NotZ() is a zero inequality function.

As we can see the DCAM scheme also uses only two types of FPGA
resources (the expression (5) doesn’t includes β and γ coefficients), however,
it uses the redundancy of pattern set (the first self-similarity function µ is
present), i.e. the DCAM modification is more effective in comparison to the
base BsCAM solution.

The EF RC expression for modification DpCAM turns out to be even
more complicated:

RDpCAM = 256Λ(x)

+

z−1∑
j=2

(
255∑
s=0

⌈
j − 1

z + 1

⌉
NotZ(µz−1(s, j)) +

⌈
µz−1(s, j)− 1

y − 1

⌉)
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+

mmax∑
j=mmin

δj

(⌊
j

z − 1

⌋(⌈ z
x

⌉
+ 1
)
+

⌈
j mod (z − 1)

x

⌉
+ 1

)

+
255∑
s=0


z−1∑

j=2

NotZ(µz−1(s, j))− 1

/ (y − 1)

 (6)

Nevertheless, it contains almost only addition and rounding operations,
which is not computationally difficult when calculating by computer.

The presence of the first partial self-similarity function µz in (6) indicates
the use of signature redundancy by the DpCAM recognition scheme.

The time component of the EF for the DCAM and DpCAM schemes are
the same as for the basic scheme (4).

The EF RC for the simplified Bloom filter (SBF) pattern matching
scheme [15] is as follows:

RSBF =

⌈
e

p

⌉(
αG+ β +

⌈
G⌊
x−1
2

⌋⌉+ 4

)
+

+ eG

(⌈
8L

x

⌉
+ (α+ 1)

⌈⌈
8L
x

⌉
− 1

x− 1

⌉
− α

)
+


⌈
e
p

⌉
− 1

x− 1

 (7)

where e is recognition error factor, which is numerically equal to the number
of hash functions in the BF (is inversely proportional to the logarithm of the
probability of false positive, which is acceptable for a particular application of
the Bloom filter); p is number of ports of block memory BRAM; L is length
of the patterns that are recognized by this BF; G = ⌈log2 e·δL

ln 2 ⌉ is the bit width
of the hash-function generators (where δL is the value of the pattern length
distribution function δj at j = L). Note that the Bloom filter-based circuit
can only recognize patterns of the same length. To use it in NIDS systems, it
is necessary to organize the parallel operation of several SBF.

As we can see the expression (7) contains coefficients α and β, that is
SBF scheme uses three types of FPGA resources: LUTs, flip-flops and block
RAM. On the other hand it doesn’t include any self-similarity functions, i.e.
the BF scheme doesn’t use the inherent redundancy of pattern set.

Expression (4) can also be used when creating a TC for BF-based circuits,
since due to pipelining the block memory access delay can be reduced to one
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cycle. But the need for an additional stage of correcting the output of the
BF (because of the inherited false positive recognition error) under certain
circumstances can reduce the performance of the device several times.

The resource component of estimation function for the Aho-Corasick
finite automaton using block memory scheme ACBRAM has such appear-
ance as:

RACBRAM = LCU + r

(⌈
⌈log2 r⌉

x

⌉
+ 1 + β

)
+ w

⌈
r − 1

x− 1

⌉
+

+ α

(
FCU + w

(⌈
r − 1

x− 1

⌉
− 1

)
+ ⌊log2(MBRAM/w)⌋

)
(8)

where LCU and FCU are numbers of LUTs and flip-flops required to cre-
ate a control device for AC-FA respectively, which can be found by a
certain approximating technique; MBRAM is amount of memory (in Kbits)
in one BRAM block of the given FPGA (excluding parity bits, if any);
r = ⌈ B

1024(MBRAM/w)⌉ is the number of BRAM blocks required, where B

is amount of block memory required for the ACBRAM scheme (in Mbits),
which is the sum of the amounts of memory for direct, cross, failure and post-
start transitions of the AC FA: B = Bdr + Bcr + Bfl + Bps; w is the width
(in bits) of data stored in BRAM (depending on the technique used to build
the finite automaton).

The EF TC value for the ACBRAM is the product of the delay of the
access to the block memory TBRAM and the average number of accesses to
the BRAM per cycle NBRAM of the finite state machine:

TACBRAM = TBRAMNBRAM

= TBRAM
NdrRdr +NcrRcr +NflRfl +NpsRps +NasRMV

Rdr +Rcr +Rfl +Rps +RMV

(9)

where Ndr, Ncr, Nfl, Nps and Nas are the number of accesses to the RAM
per cycle of the finite automaton in the case of making a direct, cross, false,
post-start transition and receiving an acceptable state code, respectively; Rdr,
Rcr, Rfl, Rps and RMV are sizes of memory (in bytes) needed to store direct,
cross, false and post-start transitions and match vectors, respectively.



354 S. Y. Hilgurt et al.

4 Experiments

4.1 Combining Approaches to Building Matching Schemes

The lack of the best approach to the construction of the recognition schemes,
which would surpass competitive solutions in all parameters, leads to the idea
of combining different schemes in one device to maximize the overall effi-
ciency of the obtained scheme [26]. (Such a task even more requires a quick
quantification that can be performed inside the optimization procedure).

The basis of this idea of structural combining is that the patterns included
in the signature database differ among themselves in terms of length, self-
similarity properties, etc. Therefore, the efficiency of processing certain
patterns by different schemes also differs depending on the scheme involved.
So, theoretically, it is possible to choose the most suitable recognition scheme
for each category of patterns. The implementation of this idea is the structural
joining of several matching blocks (MBi), built using different approaches,
into a single pattern recognition module (PRM) [14]. The set of patterns to be
recognized is distributed among the MBi in such a way that the advantages
of each approach are maximized and the disadvantages are minimized.

The greatest efficiency is achieved by applying the mathematical opti-
mization apparatus both to the processes of pattern distribution and selection
of technical solution for each MBi. But the optimization procedure requires
repeated calculation of the target function, which includes the quantitative
characteristics of the hardware components of signature cybersecurity sys-
tem. On the other hand, the method for quantitative evaluation considered
in this study is able to provide a quick calculation of such characteristics
at each step of the iterative procedure of finding the extremum of the target
function. Therefore, it is advisable to test its capabilities on the example of
the implementation of the principle of constructive combination.

4.2 Experiments

You can combine MBi in different ways. They can be connected in parallel,
in series or, in general, form a complex hierarchical structure. Let’s consider
a simple example – a parallel structural joining – to test the method of
accelerated calculation of the quantitative characteristics of reconfigurable
components.

Assume that the PRM of a cybersecurity signature system consists of two
matching blocks, MB1 and MB2, connected in parallel [26]. A data stream to
be checked for malicious content is simultaneously fed to the inputs of both
matching blocks. It is necessary to distribute a set of patterns among them so
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Figure 3 Resource cost minimization for the BsCAM and LBF matching schemes combined
in parallel.

that the total amount of hardware resources required to create the entire PRM
is minimal.

A pattern set can be sorted by some feature, for example, by length, by
the number of patterns in the batch, or by the product of the number of the
patterns in the batch by their length. All patterns starting from the minimal
value according to the selected sort order till the one having number j will be
given data for the MB1 synthesis. The rest – for synthesis of MB2.

In Figure 3, the results of resource cost minimization are depicted under
the following conditions:

• Implementation of MB1 – BsCAM scheme, MB2 – full-size (large)
Bloom filter (LBF) scheme;

• Sorting order – length multiplied by the number of patterns in the batch
(descending);

• A set of patterns is used from the freely distributed signature database
Community Ruleset from the open NIDS Snort version 3.0, which con-
tains σ = 4208 templates with a length from mmin = 1 to mmax = 364,
total characters Ω = 82081;

• The type of RA is the VC709 Evaluation Kit from Xilinx based on the
Virtex-7 VX690T FPGA device from Xilinx.

Along the abscissa axis in Figure 3, the number of characters in the
patterns submitted for recognition to MB2 is plotted, the rest of the patterns
are submitted to MB1. The far left point means that all patterns are recognized
by MB1 and none by MB2; the far right point corresponds to the case when,
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Figure 4 An example of unsuccessful parallel combining.

on the contrary, all patterns are recognized by the MB2 block. Along the
ordinate axis are the hardware costs (in CLT) for the synthesis of each MB
and together for the PRM that contains them both.

As we can see, in Figure 3, the cost curve for PRM has a pronounced
minimum at which the entire PRM consumes 37% less resources than MB1 (if
it recognizes all patterns by itself) and 39% less than MB2 (if it recognizes all
patterns). That is, the combined scheme demonstrates 37% better efficiency
(in terms of hardware costs) than the better of the two MBs alone.

In practice, a successful result of a parallel combining, similar to the one
shown in Figure 3, is not always obtained. More often, one of the matching
blocks shows better results than in combination with any other. Such an
example is shown in Figure 4, where the same recognition schemes are used,
but to recognize patterns from the set of Web server.rules (attacks on web
servers), taken from the signature database of free NIDS Suricata version
5.0. The set contains 999 patterns from one to 233 characters long, with a
total of 19752 characters. Under these conditions, the cost of creating MB1

in the case that it recognizes the entire pattern set is several times less than
the cost of creating MB2 in the case that it recognizes the same pattern set. As
we can see, the PRM created by paralleling MB1 and MB2 is more expensive
with any distribution of patterns among them.

A significant difference in the absolute values of resource costs is not the
only limitation.

The discrepancy between the speed characteristics of MBi also imposes
restrictions on the successful use of parallel connection of recognition units.
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But the results of the experiments show that close resource costs and
operation speed conformity don’t guarantee a positive effect from the parallel
combination of MBs, if their EFs have a similar form. This fact becomes
clearer when realizing that a distinct minimum, as shown in Figure 3, can’t
occur if the curves MB1 and MB2 are similar (mirror-reflected).

Analyzing and summarizing the results of experiments with EFs for
different situations, we can formulate the following two conditions for
successful parallel combining.

Condition 1. Technical characteristics of MBi should be close enough in
terms of absolute values of both resource costs and time characteristics.

Condition 2. Functional dependences of the technical characteristics of MBi

on the distribution of patterns, on the contrary, should differ significantly in
the shape of their curves.

To provide the both Conditions when parallel combining reconfigurable
matching blocks, for a given pattern set it is necessary to choose MBi with
maximally different dependencies of their hardware costs on the pattern
distribution and similar values at the end point of curve, taking into account
the speed consistency.

Figure 5 depicts several hardware costs dependency curves for certain
matching schemes, which have significantly different shapes.

It is possible to adjust properties of matching schemes in some limits
due to applying certain techniques and tricks. For instance, parallelization,
pipelining, using non-byte principles of information processing and other
methods allow realizing some trade-offs.

Figure 5 Examples of curves for different matching schemes (sorting order – descending
pattern length).



358 S. Y. Hilgurt et al.

It is important to note, that Conditions 1 and 2 would be practically
impossible to unveil without the use of the accelerated quantification method,
because for each point of each experimental curve it would be necessary to
perform a full cycle of the time-consuming process of synthesizing a digital
circuit using a CAD tool.

5 Discussion

As mentioned above, potential consumers of the proposed tools are devel-
opers of FPGA-based cybersecurity systems. Previously, faced with an
abundance of possible technical solutions, they had to use predominantly
heuristic approaches and act intuitively. The proposed tools allow them to
act more meaningfully and theoretically justified.

Now developers can analyze a large number of known solutions, and
choose the most suitable for a particular task. Moreover, the rapid quantifica-
tion method allows them to automate the process of choosing the optimal
solution for a specific pattern set and even create adaptive cybersecurity
systems that maintain optimal hardware realization under changing external
conditions.

The disadvantages of the proposed tools include the following.
The hierarchy of performance indicators is based on a rich empiri-

cal experience of developers and therefore does not guarantee functional
completeness.

The rapid quantification method, when evaluating performance and
hardware costs, does not take into account the auxiliary components of
FPGA-based cybersecurity systems (for example, packet receiving module,
classifier of headers, packet filter, packet sending module, etc. [22]), which
may affect the accuracy of estimates. On the other hand, since the purpose
of the method is to compare the characteristics of the matching circuits,
the remaining unchanged components of the system will introduce the same
distortions, which therefore will not significantly worsen the result of the
comparison.

6 Conclusion and Future Work

There are many different approaches to building reconfigurable hardware
circuits to perform the computationally intensive multi-pattern matching task
in signature-based cybersecurity systems such as NIDS, antivirus, worm
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protection systems, and spam filters. Qualitative and quantitative analysis is
necessary for developers of such systems to more effective work with a large
number of technical solutions in this area.

The contribution of authors is as follows.
We consider the classification of efficiency criteria and related indicators

as a tool for qualitative analysis of recognition schemes for such systems.
As a quantitative assessment tool, a method for rapid evaluation of the

quantitative characteristics of reconfigurable signature-based cybersecurity
systems and their components is proposed. The method is based on the use
of so-called estimation functions and allows avoiding the time-consuming
procedure of synthesizing a digital circuit using proprietary CAD. There-
fore the developers of hardware-accelerated cybersecurity systems can now
use optimization apparatus by applying rapid quantification method at each
iteration within the optimization procedure cycle.

A technique for handling patterns of signature database as well examples
of estimation functions for the most promising matching schemes and their
modifications were provided. The expressions for the estimation functions
given in the paper are suitable for direct use by developers of FPGA-based
cybersecurity systems.

A number of experiments were performed to test the provided tools on
the example of the problem of parallel structural combining various technical
solutions for constructing optimal pattern recognition modules.

It is also worth mentioning that the rapid quantification method can also
be applied to building complex reconfigurable digital systems in other areas.

Further work in this direction, obviously, should be aimed primarily at
eliminating the shortcomings mentioned in the previous section.

First, it may be possible to logically generalize the hierarchy of perfor-
mance indicators to compensate for the lack of functional completeness.

Secondly, it seems useful to conduct experiments to assess the accuracy
of estimation functions by comparing their output data with the quantitative
characteristics of real digital projects synthesized in FPGAs for different
matching schemes.

The availability of an accelerated quantification method now allows
more experiments to study signature databases of existing cybersecurity
systems, which can reveal deep properties and regularities in these databases.
The result may be a closer integration of signature method with the latest non-
signature approaches, many of which successfully use artificial intelligence
technologies [28–30].
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