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Abstract

In order to ensure the security of large-scale data transmission in a short time
and in a wide range during online database updating, this paper presents a
secure computer database updating algorithm based on DBN (Deep Belief
Network). In this paper, the model adopts multi-layer depth structure for
unsupervised feature learning, maps high-dimensional and nonlinear intru-
sion data to low-dimensional space, establishes the relationship mapping
between high-dimensional and low-dimensional, and then uses fine-tuning
algorithm to transform the model to achieve the best expression of features.
At the same time, this method improves the data processing and method
model without destroying the learned knowledge of the model and seriously
affecting the real-time performance of detection. In order to overcome the
problem of system instability caused by fixed empirical learning rate, this
paper proposes a learning rate optimization strategy based on energy change.
In the process of feature extraction, the features of different hidden layers are
extracted to form combined features. Experiments show that the detection
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rate of this method can reach 95.31%, and the false alarm rate is 2.14%. This
verifies the effectiveness of the secure computer database updating algorithm
in this paper. Which can ensure the online update of the secure computer
database.

Keywords: DBN, security computer, update database.

Introduction

With the development of economy and the improvement of information
technology, all walks of life rely more and more on computer systems.
Computer systems are not only widely used in all service industries such
as data calculation, banks, schools, restaurants, etc., but also in cutting-edge
science and technology industries such as electric power, military affairs and
aerospace [1]. By improving efficiency as well as extending the marketplaces
for products or activities, technologies can have an impact on growth. For
instance, advances in modern farming have boosted acreage returns as well
as improved nutrition stability. Because of its openness and complexity, the
network has great security risks [2]. As the frequency of network users and
network resources is increasing year by year, more and more major network
security incidents frequently occur, which have a serious impact on people’s
lives. At the same time, some industries have very high requirements for
the safety and reliability of computer systems, and the safe and reliable
operation has a great impact on people’s lives and property. Therefore, it
is necessary to take very effective measures to continuously improve and
perfect the update mechanism of secure computer database [3]. As far as the
new-type secure computer in the current era is concerned, it not only needs
to have a good hardware foundation, but also needs to meet the application
update requirements of the database. Therefore, there are many factors to
consider in the updating mechanism, which should be adjusted according to
the actual demand [4]. Security situation refers to the current security state
and changing trend of the whole environment, which is composed of security
demand factors such as the real-time running status of computing equipment,
service mode, service content and tenant behavior. Situation prediction is to
do real-time security analysis in the computing environment, and capture
the factors that can cause the security situation to change. Adopting fault-
tolerant system can improve the reliability and security of the system [5, 6].
Fault-tolerant system refers to the technology that can still ensure the overall
running security of the system when one or more components of the system
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have errors. Nowadays, fault-tolerant systems are increasingly used in key
fields such as aircraft control systems and industrial controllers. Because the
application function of the new security computer database update mecha-
nism is comprehensive, it must have a good guarantee on the basic hardware
conditions [7]. Enhance safety by encryption the backups on that location in
as well as keeping it somewhere. The information is safe when you use a sec-
ondary data model, although if the central server is corrupted or unavailable.
In the past, the efficiency of ordinary data processing was very high. There
are three basic types of information handling: physical, electrical, as well as
organic. However, when updating the information of complex databases, this
way of updating each system independently can’t comprehensively update
and vote on multiple databases in time, so it is necessary to find a faster
updating way.

The birth of deep learning has brought a new breakthrough to the expres-
sion of machine learning features. It has excellent feature learning ability by
constructing artificial neural network with more hidden layers; Moreover, it
has a great advantage over other models through unsupervised learning of
“initialization step by step” when training models [8]. There are three mature
frameworks for deep learning, namely DBN, sparse self-coding machine and
convolutional neural network [9]. A deep belief network (DBN) is a type of
deep learning prototype used in computer vision. It is made up of numerous
levels of factor loadings, or hidden nodes, with interconnections among the
levels but not among the components in every level. DBN is a stack of several
RBM (Restricted Boltzmann Machine), and RBM is trained layer by layer
from bottom to top when training the network. RBM network includes a
two-layer network structure model of visible layer and hidden layer [10].
A generating probabilistic convolutional neural network that could acquire a
posterior distribution across its number of parameters is considered a limited
Boltzmann model (RBM). Constrained Boltzmann Computers are probabilis-
tic two-layered neuronal systems that can dynamically identify underlying
structures in information through recreating data. They are a subset of energy-
based systems. They contain two levels, one of which is concealed. According
to the practical application, the visible layer is also called the data input layer,
and the hidden layer can be called the feature extraction layer, and the nodes
of the two layers are connected by weight parameters. In this network, the
RBM of each layer is trained separately [11]. RBM can be regarded as an
undirected graph model, which has a visible layer and a hidden layer. The
layers are all connected, but there is no connection within the layers. Through
its multi-layer nonlinear transformation, it trains deep abstract features from
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complex cloud security situation data to describe the internal relationship of
data [12]. Based on DBN technology, this paper proposes a secure computer
database updating algorithm. Its innovations are as follows:

(1) In this paper, the model adopts multi-layer depth structure for unsuper-
vised feature learning, maps high-dimensional and nonlinear intrusion
data to low-dimensional space, establishes the relationship mapping
between high-dimensional and low-dimensional, and then uses fine-
tuning algorithm to transform the model to achieve the best expression
of features. In the process of feature extraction, the features of different
hidden layers are extracted to form combined features. In addition, the
algorithm in this paper does not directly vote on the database, but votes
on the state of the database to solve the problem of excessive voting
data. At the same time, the database versions among multiple lines can
be compared in real time.

(2) In this paper, the data processing and method model are improved
without destroying the learned knowledge of the model and seriously
affecting the real-time performance of detection. At the same time, in
order to overcome the problem of system instability caused by fixed
empirical learning rate, this paper proposes a learning rate optimization
strategy based on energy change.

Based on DBN, this paper analyzes the update algorithm of secure com-
puter database. The full text is divided into five sections. The following is an
overview of each section:

The first section is introduction. This section mainly introduces the back-
ground of this topic, the purpose and significance of the research. The second
section summarizes the related research literature and the research methods
of this paper. The third section is the method part. Firstly, this section makes a
simple analysis and introduction of the hardware technical framework of the
security computer system. Then it introduces the concept of deep learning, the
theory of DBN and its training methods. Finally, based on DBN technology, a
secure computer database updating algorithm is proposed. The fourth section
tests and analyzes the algorithm.

Related Work

Hiraoka et al. established a comprehensive situation assessment index system,
which laid a foundation for improving the accuracy of cloud security situation
prediction [13]. Gao et al. pointed out that when the security computer is
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updating the database, because the data volume of the database is very large,
the security computer cannot directly vote on the database data [14]. In this
case, other methods must be taken to ensure the security of the system when
the database is updated. Based on the status quo of the update mechanism
of secure computer databases, Theodoridis et al. studied their algorithm by
using the method of updating the data status in the database rather than
the information in the database [15]. Hazrati et al. constructed sample data
for cloud security situation prediction, and realized the mapping between
situational elements and predicted values through DBN; and combined with
the improved DE (Differential Evolution) to optimize the network parameters
of the hidden layer [16]. Finally, the simulation results show that the predic-
tion accuracy is improved compared to the existing cloud security situation
prediction models. Park et al. applied multiple comparative experimental
datasets to the DBN model respectively, obtained a data optimization pro-
cessing method that could improve the detection results of the DBN model,
and used the model to detect unknown types of attacks [17]. Kudo et al.
introduced the hardware architecture of a three-out-of-two secure computer;
then analyzed the requirements for the database update function based on the
hardware architecture, as well as the general design and detailed design of the
software modules; and introduced the database update method. The protocol
that needs to be used [18]. Pucciani et al. proposed an algorithm for updating
the secure computer database and possible problems, which improved the
update rate of the secure computer database and the safety and reliability of
the computer’s long-distance travel [19]. Marcozzi et al. proposed a DBN-
based hybrid intrusion detection model. In this model, a DBN with a 5-layer
structure is used as the feature learning process, and then a support vector
machine is used to identify and classify intrusions [20]. Both signature-
based intruder identification as well as anomaly-based invasion monitoring
are widely used by detection techniques. Through the use of network activity
as well as user data, signature-based access control can identify risks by
correlating them to established detecting attacks. Stosovic et al. have high
adaptive ability for intrusion detection requirements. The sampling of the
contrastive divergence algorithm in traditional DBN is easy to fall into the
local optimal value and the learning rate parameter is sensitive in the training
process. In several machine learning techniques, including limited Boltzmann
machines as well as fully connected networks, the meta-discourse conver-
gence technique is a common method for developing energy-based latent
factor concepts. Assuming a probability density function more than a matrix,
in which is a hiding factor, is an efficiency functional, & is a normalization
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factor or partitioning feature. There are several fields where this type of
probability sampling has been applied. An intrusion detection algorithm
based on adaptive DBN is proposed [21]. Muralidhar et al. used Markov’s
model to model and compute the proposed database update mechanism
[22-24]. The calculation results show that the database update mechanism
can fully meet the requirements of security and reliability.

At present, in the operation and management of secure computer
database, although the basic management technology has reached a certain
level, there are obvious problems in the update mechanism of secure com-
puter database. Especially in the lack of basic information interaction, which
affects the later use. Based on this, this paper mainly studies the update
mechanism of secure computer database. Based on DBN technology, this
paper proposes a secure computer database updating algorithm.

Methodology

Related Theoretical and Technical Basis

At present, the new security computers used are generally two out of three
computers. This computer often includes three units, namely ATP (Automatic
Train Protection), ATO (Automatic Train Operation) and COMM (Commu-
nication Board). A sort of train security technology termed automatic train
prevention (ATP) constantly verifies that a vehicle’s velocity is consistent
with the authorised velocity permissible through communication, incorpo-
rating automated stopping at specific signaling features. In the event that it
isn’t, ATP engages a hand brake to halt the locomotive. Technologies entitled
automatic speed operating (ATO) is utilized to manage railway operating.
ATO is mainly utilized on automatic guardrail transport as well as speedy
transport networks because these technologies make it simpler to assure safe
operation. A youngster will acquire to gesture at a template of characters,
drawings, or photographs on an information board in ability to talk with
others. These three units cooperate with each other and are responsible for
different work contents. Two-out-of-three security computer consists of three
systems, each of which has an ATP unit, and the three ATP units among
the three systems are connected by point-to-point Ethernet [25-28]. There
is an ATO unit in the first and second series of three series, but there is no
ATO unit in the third series. There are three COMM units in the two-out-
of-three security computer system, and each COMM unit is connected to all
three systems point by point. The general component of the two-out-of-three
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structure is three computer systems, which do not interfere with each other
during operation. Then, through debugging, they can run at the same time,
and the required time and speed are consistent. When the three systems
generate corresponding data information after each cycle operation, the final
data result can be produced by two-thirds voting. Two-out-of-three security
computer is composed of three computer systems that run independently.
The three computer systems synchronize their cycles, and each system out-
puts data every cycle. The data of three systems becomes the final output
result after two-out-of-three voting. Security computer software is divided
into platform software and business software. Software concept considered
encapsulating limits accessibility to information and operations within an
entity, restricting its usage or modification by outside resources. Systems that
are object-oriented, like Java, frequently use confinement. The information
may be shielded against immediate accessibility as well as manipulation that
could result in errors. Platform software is the core of security computer
software, which is responsible for encapsulating things at the hardware level.
Information as well as systems currently vary most noticeably in that program
is a stand-alone commodity that may interface with some other programs or
systems, whereas operating systems host programs and supply capabilities.
It includes periodic synchronization of the three systems, voting on the input
and output of the three systems, communication with external data and vari-
ous details of internal data transmission. Whenever a mobile phone interacts
with software running on a desktop or a server, synchronization takes place.
Common terms for this include synchron or landing. The CPU retrieves as
well as performs the basic requirements. in order, one by one, from storage
where they are cached. In reality, this list of instructions constitutes the very
basic software program. In order to improve the effectiveness of the database
update mechanism, the new security computer also needs to have three
departments, and ATP units need to be closely distributed in each department,
and the connection between each department is mainly accomplished through
Ethernet. Security mechanisms are divided into three main categories. These
encompass physical safety measures as well as managerial safety and oper-
ating safety precautions. Inform the workforce that keeping the network safe
serves not just the needs of the company but additionally the requirements
of the customers. Educate employees about safety concerns. Make sure your
personnel have the necessary security education. Watch user behaviour to
evaluate the cybersecurity strategy. In order to safeguard confidential material
from getting into the incorrect hands, operational security (OPSEC), often
referred to as procedures safety, is a portfolio management method that
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motivates executives to look at activities from the viewpoint of an enemy.
Physical security is the safeguarding of people, equipment, systems, and
information against actual aggression and occurrences that might seriously
harm a business, government entity, or organization. When the two-out-of-
three structure is applied to general small-scale data, the data will be voted in
turn, and the accuracy is particularly high, so it can achieve good application
results. However, in the face of complicated and large-scale databases, the
disadvantages of the two-out-of-three structure are undoubtedly exposed.
A data structure guarantees data safety as well as confidentiality by trying
to ensure that only authorized users have connection to the information and
by performing permission procedures if unauthorized to critical material is
requested. The phrase big information analytics refers to a broad category of
methods and technologies used to analyse large amounts of information. It is
often carried out using either MapReduce-powered platforms or concurrent
database management platforms (DBMS). Due to its simplicity, structural
DBMS is the greatest popular DBMS paradigm. The foundation of this
approach is the normalization of the information in the server’s rows or
columns. Database paradigm that is maintained in set hierarchies but is
controlled via SQL.

Deep learning is an algorithm that attempts to abstract data through
a series of multi-layer nonlinear transformations. It can use many simple
neurons to construct multilayer neural networks. Among the existing deep
learning models, the deep learning method based on DBN is in the leading
position. In order to address the issues with typical neural systems retrain-
ing in deeply layered networking, including slow development, obtaining
trapped in global minimum owing to poor optimization method, and needing
a large amount of working information, deep belief systems (DBNs) was
developed. DBN can be utilized to complete controlled academic goals to
create categorization or prediction algorithms as well as unstructured learning
opportunities to lower the complexity of subspace. Mainly because it takes
the restricted Boltzmann machine as the network infrastructure, and can be
stacked layer by layer to form a multi-layer structure. There is a nonlinear
mapping relationship between input and output. Multi-layer abstract feature
expression is formed in the process of automatic and unattended learning
from bottom to top. As we delve further into the system, there are more
limitations. Because we pooling, the geographical dimension of the feature
mappings shrinks, but as we add additional filtering, the complexity of the
regions grows. According to the network structure formed in the learning
process, the system maps the input training sample data into the network
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features at all levels, and then uses the classifier or matching algorithm to
complete the top-level output process, and finally completes the prediction
or classification of the samples. RBM model structure can be described as a
directed acyclic graph. RBM is a component of DBN, so DBN is a directed
acyclic graph with high complexity. Unsecured activity involving includes
creating an uncontrolled fully convolutional network utilizing the aggressive
layer-wise method, where a recognized network output is recently expanded.
In some applications, RBM can also be used as an independent model method
to solve the problems of feature extraction, classification and clustering. RBM
pre-trains by unsupervised greedy way to get the weights of the generated
model. DBN can be divided into two steps in the process of training the
model: (1) Pre-training. A layer-by-layer pre-training process, through an
unsupervised greedy layer-by-layer method to pre-train to obtain the weights
of the generated model. (2) Fine tuning. After the first pre-training, the
network uses the labeled data to fine-tune the weights of the network by
algorithm. The network structure is shown in Figure 1.

Due to the multiplicity of connections, different hardware facilities often
have redundant relationships. Dynamic redundancy, in which additional ele-
ments are engaged upon the breakdown of an active ingredient, is a specific
variety of physical duplication. Composite equipment redundancies, which

Height of mobile Base station

station x, height x. Distance x,,

Network weight

Hidden
layer

Yi

Network weight

Figure 1 Network structure diagram.
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combines stable as well as active reliability approaches, is another option.
That is, if one COMM unit in this security computer keeps working, the
other one will automatically enter the standby state, so that it can be used
in time when there is a problem in the working unit, and it is not easy to be
interrupted. The form of company as well as entire workplace atmosphere
play a role in identifying the greatest prevalent workplace problems, but in
principle, areas of concern can be divided into four main groups: interaction,
harassing as well as intimidation, gossiping, or enhance team. When voting
on large-scale data information, the best way is to change it into some
content with small capacity and vote quickly and effectively. The operation
of business software on CPU is based on database data. When the system
detects that the database version is old, the business software will request
database update. When the status of the database becomes updatable, the
platform software transports the database to the protected memory through
the bus, and sets the database update status in the shared memory as update
complete. Voting is a process that a gathering, like an assembly or gathering,
can use to reach a consensus or form an opinion, typically after talks,
arguments, or electoral politics. Although when national or local elections are
conducted with roughly identical contenders, topics, as well as timings, each
person’s ranking of the significance of various criteria, such as allegiance,
happiness, profession, ethnicity, race, and wealth, could be significantly
distinct. In the operation of the new security computer database update
mechanism, the voting mode of the database is very critical, which will
also affect the information processing and application of the database. If the
available database content is very small, the occupied bytes will be relatively
small. The efficiency of the model may be impacted by the quantity of a
material collection. Generally speaking, companies shouldn’t let information
warehouses go bigger than 200 GB. At this time, the data packet can fully
reflect the overall situation of the database, and the voting on the secure
computer database can be completed. At present, the security computer can’t
directly vote on the track database or other large-scale data. By setting up
login credentials and using the DBMS to manage authentication procedures,
accessibility regulation is achieved. As a result, accessing to critical data
stores is limited to network customers who have permission to do so, and
it is not available to anyone else. Generally, the large-scale data is only
updated by a single system, and the security of the data is ensured by means
of verification. Therefore, a secure computer database update mechanism
based on state voting came into being. According to the structure, the state of
database update of security computer based on state voting can be divided
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into three components: capacity, model and state, which are the basis of
database update voting.

Design of Update Mechanism of Secure Computer Database

The adaptive DBN algorithm is based on the change of RBM energy, and
takes advantage of the fact that the minimum RBM energy is the most
stable state of the system. A novel supervised learning algorithm is proposed,
which can make the sampling of the algorithm global and the stability of
the algorithm strong. It is the level-by-level expression of DBN structure
that makes it possible to refine and screen intrusion data through this level-
by-level expression depth structure when dealing with a large number of
intrusion detection data, which brings great help to the detection performance
of intrusion detection system. In the new security computer database update
mechanism, the update status of the database has multiple links with its own
status, but in general, it is normal output, and the corresponding database
update is relatively stable. Sometimes the output is normal, but the update
is abnormal. Whenever conduct is unusual or outside the standard, includes
unwanted behaviour, and impairs a person’s performance, it is deemed irreg-
ular. Conduct that is deemed unusual is anything that differs from sure the
organization, economic, as well as economic norms. Upgrades repair any
software or equipment issues that weren’t discovered prior the item was made
available to the general public. If you do not even upgrade, the machine
may have these issues or be exposed to threats. When the security computer
database is updated, other programs cannot be run. You must wait for the
update to be completed before proceeding with other programs. If there is a
problem in one of the systems, you can switch to other modes to keep the
other two systems running. In this paper, the corresponding labeled neurons
of each group of training data are turned on and set to 1, while the rest are
turned off and set to 0.
Assuming that each node takes values between sets {0, 1}, that is:

Vi, j,vi € {0,1}, h; € {0,1} (1)

The state of the ith visible layer node is v;; the jth hidden layer node
state is h;; the calculation method of the (v, h) RBM energy function for the
network state is as follows:

E(v,h|0) = Zazvz Zb h; —iiwwijhj 2)

i=1 j=1
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Among them, E(Wj;, a;,b;) is the RBM parameter; Wj; is the connec-
tion weight between the visible node ¢ and the hidden node j; a; is the bias of
the visible node 7; b; is the bias of the hidden node j. When the parameters are
determined, the energy function can obtain the joint probability distribution
of (v, h):

—E(v,h

)
P(o,hlo) = S Z(0) = Y e PHO) 3)
v,h

Z(0)

Among them, AZ(f) is the normalization factor. A procedure that
increases normality or regularity is referred to as normalizing or legitimiza-
tion. Usually frequently, it alludes to normalization (social sciences), also
referred to as normalization, that is the procedure whereby concepts and
actions that may defy accepted social standards are viewed as normal. It gives
back a number among 0 and 1. Two issues with nonlinear activation algo-
rithms stand out: Differences of exponential exhaust as well as destroy for a
high affirmative or huge negatives integer, the outcome of a logistic permeates
(i.e., the slope goes parallel towards the x-axis). The activation probability of
the jth hidden unit is:

P(hj =1v,0) =0 (bj + Z'UiWij> “4)

Among them, o (z) = m is the activation function of Sigmoid.

In artificial neural systems, an activating functional is a variable that
produces a lower size for tiny values as well as a higher price if its contribu-
tions are greater than a barrier. The activating functional fires if the supplies
are big sufficient; else, everything happens. If the relevant parameters of
the network are not properly selected, the accuracy of the prediction results
may be seriously reduced or the training time is too long. Because its focus
is the collection of all actual figures as well as its extent is, the linear
function is however characterized as a squashing functional (0, 1). To solve
these problems, the core idea of DE is integrated into DBN to simplify the
network structure and build a deep learning model with good performance.
The mathematical description of DE algorithm is shown in the formula:

DE = {go,m0,lo, qo, fo,bo, co} )

Among them, g¢ is the number of nodes in the hidden layer of the DBN
network; mg is the parameter of the hidden layer of the DBN; [y is the
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population size; qq is the fitness function of the individual. And define three
operations: fy is a copy operation; by is a crossover operation; cg is a mutation
operation.

Taking three out of two security computers as an example, when the
three systems output the same database state, there are C§ combinations;
when the three systems output two different database states, there are C5C5
combinations; when the three systems output three different databases There
are C' combinations in the state. The number of combinations of three-series
output database states is as follows:

sum = C3 + C3C3 + C3 (6)
Assumed initial conditions:
Py(0) + P(0) =1,Ps(0) =0,Pr(0) =0 (7)

That is, the system starts to be in a normal two-out-of-three or two-out-
of-two working state, and after Laplace transformation, the following results
are obtained:

Py(t) + Py(t) = e~ Gtktm)t (8)

it n—di—k-—m)+im iy
b = G krm) € | ®

_k(Gtn—i—k-—m)+mn_ iy
PF(t)_(j+n—i—k)(j+k+ﬂ”L)[l e ] (10)

The reliability of the system is:
R(t) = Po(t) + Pi(t) a1
The security of this system is:
S(t) = Po(t) + Pi(t) + Ps(t) (12)

When the system is in an orderly state or the probability distribution is
more concentrated, the system energy will be smaller; However, when the
system state is disordered or the probability distribution tends to be uniform,
the system energy will increase. Therefore, the system can reach a stable state
after many state transitions, and the minimum value of the energy function
corresponds to the most stable state of the system.
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SRTP (Secure Real-Time Transport Protocol) protocol is designed for
data transmission in the secure computer platform. The Security Real-time
Transportation System (SRTP) is a Real-time Transmission Platform (RTP)
feature created to safeguard RTP information against various attacks as well
as to offer communication cryptography, identification, as well as authentic-
ity. By encryption the RTP content but not the RTP preamble, SRTP protects
the data. It is frequently utilised as the network security for RTP as well
as offers resource location verification. It is important to apply it entirely,
but you can either deactivate or activate some critical factors. A security
model entitled SRTP adds a number of cryptographic methods towards the
Real-time Transmission Standard (RTP). Speech across IP (VoIP) as well as
graphic transmission or broadcasting employ SRTP, a secured variant of the
Real-Time Transportation Protocols. The connection in the secure computer
platform involves serial port, CAN and Ethernet, and the database update
only involves the Ethernet part of SRTP protocol. The list of SRTP messages
is shown in Table 1.

The interaction diagram of SRTP timing synchronization is shown in
Figure 2.

For the analysis of different situations, it is necessary to improve the sci-
entificity of the voting algorithm. The existing conditions are used to analyze
the database update, so as to ensure that the voting algorithm can meet the
needs of database update, thus ensuring the stable update of the database.
Usually, information gain is used to evaluate the amount of information that
attributes can reflect in the process of intrusion judgment. If the information
gain value of a certain feature attribute is larger, its proportion in the process
of intrusion identification will be more obvious. Therefore, when selecting
data features, this paper chooses information gain method to select feature

Table 1 List of SRTP messages
Name Name Specification

CSD Secure data message, a message used for secure data transmission

CSE Timing request message, which is matched with CSR message and used for timing
synchronization

CSR Synchronous response message

KAD  Keep Alive message, used to maintain the connection status

CIE Initialization request message, used to establish connection request

CEE End of connection request message, used to disconnect

ACK  Reply message

NAK  Non-response message
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3
r

Recipient A Dispatcher

Connection establishment

Time-time synchronization
SendCycle (1)

Time-time synchronization
SendCycle (2)

~
_?  Data processing

Figure 2 SRTP timing synchronization interaction diagram.

attributes as the basis of intrusion feature selection. Acquire, analyze and
preprocess data sets. In this paper, different data preprocessing methods are
used to process the same data set, so as to form a number of different data
sets, in order to choose the best data processing method for DBN algorithm,
and at the same time verify the influence of data processing methods on
classification results. Contrast divergence algorithm is a very important RBM
training algorithm and learning method of deep neural network, which can
improve the training speed of the algorithm.

Result Analysis and Discussion

In this paper, the DBN network model with good learning ability is
selected to solve the problem of updating the secure computer database.
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The experimental environment is: Windows operating system; MATLAB
software. The computer hardware platform adopts MPC processor, and the
COMM board is the external communication board. The three systems are
interconnected by point-to-point Ethernet. COMM board is connected to each
system point by point through Ethernet, and two comms are redundant with
each other. For each department, two COMM boards constitute the external
communication platform of the department. In this paper, NSL-KDD data set
is used to evaluate the algorithm. It solves some problems inherent in KDD
99 data set. The NSL-KDD training dataset is an update to the KDD’99 time
series. Investigators can use this benchmarking set of statistics to evaluate
various intrusion prevention strategies effectively. A standardized collection
of auditable information, including a wide range of simulated assaults into
a government distributed system, is contained in this dataset. The KDD-99
information set’s precursor, the NSL-KDD set of data points, has been
improved. The NSL-KDD training dataset is examined as well as employed in
this study to investigate how well different classification methods can identify
abnormalities in system traffic. Such as redundant records in the training set,
so the classifier will not favor more frequent records; Moreover, the number
of records in the training set and the test set is reasonable, so that the data
set can be fully utilized in the safety detection test. In the training data and
test data, some duplicate data are removed, so that each attack has only one
record in the data set. Data redundancy is a method used in computers to
get rid of extra versions of repeated content. Every stretched practice needs
to be done for a minimum of 60 secs for best effects. Therefore, it’d be
excellent to perform a stretching three more times if you’re able to maintain
it for 15 seconds. It should be sufficient to perform two additional rounds
if you’re able to sustain the stretching for 20 seconds. Firstly, NSL-KDD
digitizes the character data in the data set, and then normalizes the data.
Among the features of safety detection data sets, some of them not only have
no positive influence on the recognition effect of abnormal data, but may
interfere with the distribution of data due to the existence of these features,
thus reducing the classification accuracy of data by the model. In the data
preprocessing stage, the algorithm in this paper processes different types of
data respectively. The normalization of data is to eliminate the differences
of different attributes and avoid the influence of measurement units on the
evaluation results of the algorithm. There are more alternatives besides the
min-max normalisation procedure. The underlying data acquired will be
modified in the 0 to 1 domain by using min-max normalisation (inclusive).
The reason why normalisation must be carried out can be briefly explained
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Figure 3 Training results of the algorithm.

in terms of perceptron. In order to process data conveniently and improve
the convergence speed of the algorithm, this paper will map the intrusion
detection data to the range of O~1 by using the method of min-max data
normalization. The training results of the algorithm are shown in Figure 3.

In the model design stage of DBN, the final network structure with
the highest recognition rate for unknown types of attacks is determined by
controlling other parameters unchanged, changing one parameter for repeated
verification and cross-verification. In order to determine the choice of param-
eters, this section will repeat the experiment with different parameters. First,
determine the number of RBM iterations. Secondly, determine the number of
hidden layers. Finally, the number of hidden layer nodes is determined. In
this paper, we have done a lot of repeated experiments when adjusting these
parameters. Table 2 shows the influence of different iterations on the results.
Table 3 shows the influence of the number of different hidden layers on the
results. Table 4 shows the influence of the number of hidden layer nodes on
the results.

The data selected from different groups of original data is inversely
proportional to the size of the original data, which makes the classification
types obtained by machine learning method more diverse, and can effectively
evaluate the performance of different algorithms. And that curve of safety and
reliability are shown in Figure 4.
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Table 2 Influence of different iteration times on the results

Iterations 1 5 20 100
Number of hidden layers 4 4 4 4
Number of hidden layer nodes 80,60 80,60 80,60 80, 60
Error rate 0.1631 0.1486 0.1836 0.2187

Table 3 Influence of the number of different hidden layers on the results

Iterations 4 4 4 4
Number of hidden layers 1 2 3 4
Number of hidden layer nodes 80 80,60 80, 80,60 80, 80, 80, 60
Error rate 0.1564 0.1421 0.1237 0.1601

Table 4 The influence of the number of hidden layer nodes on the results

Iterations 4 4 4 4
Number of hidden layers 4 4 4 4
Number of hidden layer nodes 80, 60, 60 60, 60, 80 80, 60, 50  220,160,60
Error rate 0.1531 0.1521 0.1386 0.2639
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Figure 4 Safety and reliability graph.

It can be seen that both of them decrease with time, and the security
is infinitely close to 0.9 with time. With the increase of time, the reliability is
infinitely close to 0. Because the errors in the database are random, the results
of different erroneous data calculations are different. When voting, the data
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Figure 5 Detection rate results of different algorithms.

of three series are different in the two-out-of-three mode or the data of two
series are different in the two-out-of-two mode, which will cause this data to
be discarded. At this time, the voting module will give an alarm, and if there
is no data output for three consecutive cycles, the system will restart.

The feature dimension of the test data is consistent with the dimension
of the training data, and it is input into the DBN network to get the clas-
sification result of the test data. Because the classification label of the test
data set is known, by comparing the classification result output by the
selected DBN network with the known data classification label, we can
get the correct detection rate and real-time performance of the model for
the test data. The detection rate results of different algorithms are shown
in Figure 5. The degree of all disruptions, such as sound, congestion, or
jammer, affects the false alarm rate. The impact of the permanent conges-
tion is greater than the degree of disturbance close to the radar location.
The impact of sound levels is greater at a range. The result is that the rate of
false alarms is range-dependent. Improper or misinterpreted numeric priority,
Multipathing procedures, Wrong startup, Wrong granularity consistency, and
Wrong graphical expression of an argument. The false alarm rate results of
different algorithms are shown in Figure 6. The detection time-consuming
results of different algorithms are shown in Figure 7.
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Figure 7 Detection time results of different algorithms.

By adding test code on the basis of source code to simulate all kinds
of update errors, the test code simulates all kinds of update errors. As long
as the database is updated, the test code will automatically inject faults.
Experiments show that the detection rate of this method can reach 95.31%,
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and the false alarm rate is 2.14%. This verifies the effectiveness of the secure
computer database updating algorithm in this paper.

Conclusions

At present, it is very important to update the computer database. However,
there are quite a few shortcomings in the current computer database, and the
updates are prone to management and data missing errors, which will easily
bring various influences to the later application. In order to ensure the security
of large-scale data transmission in a short time and in a wide range during
online database updating, this paper presents a secure computer database
updating algorithm based on DBN. In the process of feature extraction, the
features of different hidden layers are extracted to form combined features.
In addition, the algorithm in this paper does not directly vote on the database,
but votes on the state of the database to solve the problem of excessive
voting data. At the same time, the database versions among multiple lines
can be compared in real time. Methods On the basis of not destroying
the learned knowledge of the model and not seriously affecting the real-
time performance of detection, the data processing and method model were
improved respectively. At the same time, in order to overcome the problem of
system instability caused by fixed empirical learning rate, this paper proposes
a learning rate optimization strategy based on energy change. Experiments
show that the detection rate of this method can reach 95.31%, and the false
alarm rate is 2.14%. This verifies the effectiveness of the secure computer
database updating algorithm in this paper. This method is very suitable
for data extraction in high-dimensional space, which greatly reduces the
time complexity of security detection training. It is a feasible and efficient
algorithm for updating security computer database. This research provides a
new direction for the update of computer database, in order to promote the
stable development of the update mechanism of secure computer database.
How to detect emerging new network attacks and how to apply DBN theory
to automatic feature extraction of abnormal worms is an important research
direction in the future.
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in the article.
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