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Abstract

With more and more control systems accessing computer networks, the
increase in their associated vulnerabilities has led to a decreasing security
evaluation of the networks. It is essential to secure computer networks from
attacks. To this end, the study constructs a network of computer network
security evaluation model based on an optimized circular algorithm. To avoid
detecting the model’s parameters falling into the local optimum, the model is
first optimized based on the Corsi grey wolf optimization (CGWO) algorithm
for the hyperparameters of the Gaussian process (GP). To solve the problem
of unbalanced data and the GP not having memory capability, the study
proposes an optimized Gaussian Mixture Model-Recurrent neural networks
(GMM-RNN) algorithm. Experimental results of attack type recognition
accuracy showed that the research CGWO-GP algorithm can jump out of the
local optimum, and its average value of accuracy reached 98.99%. The aver-
age value of the leakage rate was 0.42%, and the average value of the false
alarm rate was 0.11%. The average detection accuracy of the GMM-RNN
model for eight attack types was 95.899%. The optimal detection accuracy of
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this model performance was 96.3948%. The training time of the GMM-RNN
model was 67.96 s, and the detection time of the test set was 6.45 s, which
greatly optimized the real-time performance. The GMM-RNN model was
more effective in predicting the security posture of computer networks, and
the prediction value can reach 97.65%. The research model was significantly
better than other algorithmic models in the performance and evaluation of
computer network security and had certain research values.

Keywords: Recurrent neural networks, computer network security assess-
ment, gaussian processes, intrusion detection, grey wolf optimization.

1 Introduction

In recent years, the problem of security attacks on computer network control
systems has become increasingly severe. Offenders often take advantage of
vulnerabilities in computer networks to steal confidential information using
viruses or intrusions, which is indeed a massive challenge for computer tech-
nology [1, 2]. There are many computer network security assessment systems
in China, but only a few of them are being utilized. Their main task is to detect
vulnerabilities in network security. Still, they do not involve simple analysis
of network security risk assessment and do not involve computer network
security posture assessment [3]. As this network safety assessment system
fails to integrate assessment and detection techniques, it lacks a framework
and a strong support platform to serve as a comprehensive system for network
information security testing and assessment. Consequently, it cannot act as an
effective guide for network security risk assessment and detection in diverse
industries. It is, therefore, essential to establish a computer network security
assessment system that includes multiple testing methods and security assess-
ment tools. GP (Gaussian Process) has flexible non-parametric properties and
computational simplicity. It can provide effective estimates of uncertainty for
prediction and general model selection processes as non-linear optimization
problems [4]. RNN has the advantage of memory and can detect intrusions
in a timely and accurate manner due to its memory properties, especially
for temporally continuous datasets [5]. Considering above the main novel
contributions of this work are:

• The Gaussian process model does not need to specify the size of the
input data set and the number of parameters, so it has good adaptability
to the input data set. It can predict the model with an infinite number
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of parameters (weights) in a limited computation time. One of the
important influencing factors in the Gaussian process is the selection
of hyperparameters. Currently, the implementation of the meta-heuristic
optimization algorithm is simple and the search speed is fast. Therefore,
aiming at the problem of high false alarm rate and false alarm rate of
computer network intrusion detection, this paper improves the Gaussian
process model based on the characteristics of the data set and puts
forward the Gaussian process optimization algorithm based on gray
Wolf.

• Under the condition that the attack situation is constantly changing and
developing, the characteristics selected for one type of attack may be
ineffective for other types of attack, which cannot significantly improve
the prediction ability of the model. The Gaussian mixture model can
handle high dimensional data, but increasing the dimension of data or
adding more features to the data set will reduce the accuracy of the
model by introducing noise. RNNS can handle structurally rich data.
Therefore, a Gaussian Mixture Model (GMM) is proposed to preprocess
the unbalanced data. The processed data is then classified as input to
the RNN.

The rest of this paper is structured as follows. Section 2 describes
the most relevant related works. The research mainly includes five parts.
Firstly, the introduction mainly introduces the background and significance
of computer network security detection and puts forward the corresponding
research methods. The second part mainly introduces the relevant theory
and technology research and elaborates the extensive application of machine
learning in network intrusion detection system. This paper summarizes the
shortcomings of previous studies and leads to this research method. The
third part of the paper focuses on the detailed elaboration of the method,
which is divided into two sections. In the first section, a method of computer
network data processing based on Gaussian model is presented. In the second
section, the method proposed in the first section is improved and a computer
network security detection model based on Gaussian mixture model and RNN
is constructed. The fourth part of this paper is to study the effectiveness of
the constructed model. Based on the attack description and the data set of
the computer control system, the detection accuracy of the computer network
security evaluation model based on the improved loop algorithm is tested.
The last part summarizes the research results, analyzes the shortcomings, and
looks forward to the future research direction.
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2 Related Works

Once the security of a computer network is breached, it may cause many
threats, such as leakage of confidential data from the state or individuals,
suspension of infrastructure, or even destruction of equipment to make it
unusable. Therefore, how to optimize the safety of computer network control
systems and quickly and efficiently defend against network intrusions has
become a current research hotspot.

Wen et al. [6] studied network security assessment using hierarchical
analysis and conducted an example analysis using a campus network to
experimentally prove the reliability of the method.

Ij et al. [7] experimentally analyzed the impact of the convolutional neural
network (CNN) technique to detect network attacks. The experiments showed
that appropriate adjustment of hyperparameters and data input preprocessing
significantly impacted the attack detection rate.

Yang et al. [8] constructed a novel layered distributed network risk eval-
uation model with a shared hyperparameter mechanism to optimize learning
efficiency and established a network risk assessment hierarchical framework.
Experiments showed that the model had the characteristics of fast processing
speed and high accuracy.

Experts such as Tang [9] constructed a safety monitoring model of the
system and analyzed the computational scale selection strategy. And prefix
span algorithm was used to optimize their algorithm, and the relationship
between intrusions was analyzed based on data mining of prefixes. The study
showed that the algorithm had good adaptability and a better auxiliary effect
on system security practical training.

Wang et al. [10] used neural networks to analyze computer network
security and constructed a corresponding index system. The study results
showed that the security management policy had the maximal threat to system
network safety.

Aldwairi et al. [11] trained their models on the high dimensions of
network traffic data to distinguish network behavior. They proposed a method
to differentiate between abnormal and normal network traffic using Restricted
Boltzmann Machine (RBM). Results showed that RBM can be reliably
trained to identify secure network traffic.

To improve the detection rate of network attacks, Hl et al. [12] have
proposed an RNN-based payload classification method. Experiments showed
that methods had high detection precision, comparable to or even better than
the most advanced methods.
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Rehman et al. [13] used a Gated Recurrent Unit (GRU) and an RNN to
defend against new Distributed denial of service attack (DDoS) attacks in the
real world. Results showed that this method had a high detection precision
for DDoS classification in the case of reflection attacks.

Shen et al. [14] established a machine learning-based ReliefF-P-Naive
Bayes and SoftMax regression (RP-NBSR) network attack detection model
to optimize the false drop probability and F1 value of unknown network
intrusions. Experimental results on the UNSW-NB15 dataset showed that the
RP-NBSR-based attack detection model had a lower false detection rate and
higher F1 values.

Zhang et al. [15] mainly studied noise removal methods to provide secu-
rity for computer networks and propose a noise removal method with GMM
as a priori. Experiments showed that this method had a better noise reduction
effect than the traditional method.

In summary, the safety of computer network control systems affects
the economy and people’s livelihoods. Early and more mature safety tech-
nologies focus mostly on network information security, but the relevant
technologies still need to be optimized. And to completely prevent intrusions,
the current technology is not yet achievable. Therefore, designing a computer
network security evaluation system with better real-time performance is of
great research value. To this end, the study proposes a computer network
safety assessment model based on an optimized circular algorithm.

3 Construction of Computer Network Security Evaluation
Model Based on Improved Loop Algorithm

At present, the problem of computer network control system security attack
events is increasingly serious. The increase in related vulnerabilities leads
to the decline of network security evaluation. Therefore, it is very important
to ensure the security of the computer network and avoid being attacked.
The false alarm rate and false alarm rate are high in intrusion detection of
industrial computers and the real-time detection system is poor. This paper
presents a computer network security detection model based on the Gaussian
mixture model and improved loop algorithm and verifies its validity.

3.1 Network Data Processing Method Based on Gaussian
Process

GP is a natural generalization of multivariate Gaussian random variables to an
infinite index set with flexible non-parametric properties and computational
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Figure 1 Gaussian process.

simplicity. GP not only makes predictions about the mean but also measures
uncertainty based on the standard deviation of the test sample to show its
generalization ability, with a significant standard deviation indicating the
absence of any training data in the vicinity of the test sample [16]. A specific
GP is shown in Figure 1.

As shown in Figure 1, the construction of the Gaussian process model
requires all kinds of raw data input into the system, that is, the variable
selection module. The variable selection algorithm is used to select the most
significant factor. Then, the selected variables are input into the improved
Gaussian process model. The covariance function of the Gaussian model is
composed of three parts: covariance 1, covariance 2, and mutual covariance.
The original input data is used to train the Gaussian model to get the
relevant parameters. Finally, the prediction results are output in the output
module. X = [x1, x2, . . . , xn]

T is the input variable to the training data;
Y = [y1, y2, . . . , yn]

T is the output variable to the training data, and f(x)
follows a Gaussian distribution. The Gaussian distribution does not require
parameterization of the target variable (output) or parameterization of the
input.

The unknown parameters defining the distribution perform a prioritization
of the distribution, instead, the prior conditions preceding the underlying
function are defined directly [17]. Therefore, to facilitate the calculation, the
data is usually pre-processed to marginalize all unwanted values to a mean
of 0. The output observations of the Gaussian prior distribution are given in



An Evaluation Model for Network Security 717

Equation (1).
y = (f(x) + ε) ∼ N(0,K + σ2nIn) (1)

In Equation (1), y represents the observed value after noise contamination
and the noise ε ∼ N(0, σ2n). K represents a covariance matrix of order
n satisfying the symmetric positive definite requirement, and In is the unit
matrix. The covariance function is responsible for modelling the behaviour
of the objective function. GP applying squared covariance functions support
any continuous function of arbitrarily small width range and can be a good
representation of the observed high correlation of the output concerning the
tight input. Its computational expression is given in Equation (2).

k(x, x′) = σ2f exp

(
− 1

2l2
∥x− x′∥2

)
+ σ2nδxx′ , δxx′ =

{
0, x = x′

1, x ̸= x′

(2)

In Equation (2), l2 represents the variance scale and σ2f is the signal
variance. The characteristic scale of the function, the signal variance, and the
noise variance constitute the hyperparameters to be optimized θ = {σ2f , l2,
σ2n}. The hyperparameter optimization is then automatically achieved by the
GP and the fitness of the model to the training set can be evaluated using
a marginal likelihood conditional on the hyperparameter θ. The likelihood
function is given in Equation (3).

p(y|x, θ) =
∫
p(y|f, x, θ)p(f |x, θ)df (3)

For a given data set, the hyperparameters of the GP determine the prop-
erties of the model, maximizing the marginal likelihood of obtaining an
optimized θ. The attributes of the model can be obtained through a maxi-
mum likelihood estimation method based on a priori data, with a negative
log-likelihood function of the form in Equation (4).

log p(y|X, θ) = −1

2
Y T (K + σ2nIn)

−1y − 1

2
log |K + σ2nIn| −

n

2
log 2π

(4)

In Equation (4), −1
2Y

T (K + σ2nIn)
−1y represents the data fit term;

1
2 log |K + σ2nIn| represents the loss in model complexity and n

2 log 2π
represents the normalization constant. The Gray Wolf Optimization (GWO)
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Figure 2 Gray wolf hierarchy.

algorithm [18] is proposed to address global optimization and mechanical
design. The algorithm draws on the predation mechanism and hierarchy of
the grey wolf population to model the stratification mechanism and predation
behavior of the grey wolf pack, a large-scale search algorithm centered on
the three best grey wolves. The structure of the wolf pack is illustrated in
Figure 2.

In Figure 2, the first level of the pyramid is the head wolf, known as α,
which has leadership and decision-making power. The second layer, called β,
is the best successor to the head wolf. The third layer is called δ and is
responsible for tasks such as reconnaissance. The final layer, ω, is responsible
for the balance within the population. The study used the fitness function as
the criterion for the hierarchy, as shown in Equation (5).

F =
Acc

1 + λn
(5)

In Equation (5), F denotes the fitness value of the grey wolf; Acc is
the classification accuracy; n is the characteristic number, and λ stands for
weight, which is usually taken as 0.01. Although the grey wolf optimization
algorithm outperforms other algorithms, the problem of the small range of
the GWO algorithm for finding the best is also found in the research. Recent
research has shown the performance of this whale optimization algorithm
and the fruit fly algorithm, which are optimized using the Corsi operator,
is significantly better. Therefore, the study also adopts the Corsi variational
operator for optimization to increase the range of optimization.

The Cauchy distribution is smaller in the vertical direction than the
normal distribution but larger in the horizontal direction [19]. Therefore, the
Cauchy distribution is used as the variational operator. The algorithm can
find the optimum over a larger range and easily discard the local optimum.
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Its calculation is shown in Equation (6).

f(x) =
1

π(1 + x2)
, x ∈ (−∞,+∞) (6)

The corresponding distribution function is shown in Equation (7).

F (x) =
1

2
+

1

π
arctan(x) (7)

From Equation (7), the variation of the Cauchy distribution is infinite.
It is a function of inertia weights, not only optimizes the convergence of the
algorithm but also avoids falling into a local optimum. Its update is shown in
Equation (8).

x′ = x+ η ∗ Cauchy(0, 1) (8)

In Equation (8), x′ represents the position after the update has been
performed and η is a constant used to control the mutation step. In an
optimization search, this will allow a global search to be performed with
greater efficiency and better results can be obtained. Therefore, to solve
problems of long search times and low efficiency in hyperparameter search,
the study designed a grey wolf optimization algorithm incorporating the Corsi
variance to optimize the hyperparameters in the GP, as shown in Figure 3.

In Figure 3, the predicted mean and variance of the GP model describe
the Gaussian distribution that the predicted output is likely to follow. Think of
the prediction variance as an assessment of the uncertainty in the prediction
means, and its magnitude reflects the model accuracy of the GP at this point
in time; the smaller the variance, the higher the model accuracy. The problem
of sparse data samples and difficulty in calculating distances can occur in
the case of high-dimensional data. Therefore, dimensionality reduction is

Figure 3 Algorithm flow of GP fusion cauchy mutation GWO.
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required. Laplacian Eigenmaps (LE) is a non-linear dimensionality reduction
method, which is useful for unevenness.

The homogeneous data can also find out the flow structure among them
in low dimensions with good robustness [20]. The study uses the K nearest
neighbor method to construct the undirected graph, such thatNK(xi) denotes
the set of K nearest neighbors of the sample xi, as shown in Equation (9).

NK(xi) = {xj ∈ X|∥xi − xj∥2 ≤ dK(xi)} (9)

In Equation (9), dK(xi) represents the Kth distance from xi. The next
step is to determine the weights of the edges w. The study selects the 0–1
weight method as in Equation (10).

wij =

{
1, xi ∈ NK(xj)orxj ∈ NK(xi)

0, other
(10)

Finally, the low-dimensional embedding of the high-dimensional data X
is mapped to Y = {y1, y2, . . . , yn}, and the objective of LE is to minimise
the loss function during construction, as in Equation (11).

min
n∑

i,j=1

∥yi − yj∥2wij (11)

If the high-dimensional data set is reduced to the m dimensional space,
the low-dimensional coordinates corresponding to any sample xi ∈ X can be
represented as Y = {y1, y2, . . . , ym}.

3.2 Modeling of Network Security Evaluation Based on GMM
and RNN

The accuracy of GP depends on whether the historical data can reflect the
dynamic characteristics of the actual application and the predictive capability
of the model. But for computer network control with different operational
phases, a single Gaussian engineering model may not be able to describe its
operating conditions, while global modelling is susceptible to the influence
of different distribution values. Currently, the problem of data imbalance is
mainly addressed through four types of methods: data-level, algorithm-level,
cost-sensitive, and integrated. Therefore, the study proposes the use of GMM
with RNN for the prediction and evaluation of computer network security at
the data-level.
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GMM is commonly used for clustering or modelling multi-modal data,
but its iterative speed is slow and needs to be accelerated using optimization
algorithms. The study begins with a functional probability regression model
using local model indicator variables. In this model, the algorithm is trained
using a dataset X ∈ RN derived from a single-peaked multivariate Gaussian
distribution of size N . Assuming that the density in the kth cluster is fk =
(X, θ), the GMM distribution function is as in Equation (12).

p(X,ψ) =
k∑
k=1

πkfk(X, θk) (12)

In Equation (12), πk represents the weight of each component k in the
dataset ψ = (π1, . . . , πk, θ1, . . . , θk). θk = (µk,

∑
k), µk,

∑
k are distributed

as the mean and the covariance matrix of each component k. The Expectation
Maximization (EM) algorithm is usually used to evaluate the parameters
of the GMM ψ, and the EM algorithm includes (E-step) and (M-step).
Difficult or complex likelihood problems are solved by iterating through
two more straightforward steps to obtain the maximum likelihood esti-
mate [21]. The first iteration of the E-step defines the conditional expectation
of logL(ψ) for a given data set X as Equation (13).

Eψ(t){logL(ψ)|X} =

k∑
k=1

N∑
i=1

τ
(t)
k (xi, ψ

(t)){log πk + log fk(xi, θk)}

(13)

In Equation (13), L(ψ) represents the likelihood estimate of ψ and

logL(ψ) is its log likelihood. τ (t)k (xi, ψ
(t)) denotes the posterior probability

of assigning the ith instance to the kth component. πk denotes the probability
weight in the first iteration using the k GP. The mean vector µ and covariance∑

are updated in the M steps. And the iteration is terminated when the
parameters converge or the maximum step size is reached to achieve the iter-
ation, obtaining the mean vector and covariance of this GMM. The optimal
values can be obtained by means of Equation (14).

k∑
k=1

N∑
i=1

τ
(t)
k (xi, ψ

(t))
∂ log fk(xi, θk)

∂θk
= 0 (14)

To increase the speed of convergence and optimize the performance of
the EM algorithm, a weighted least squares-based EM search algorithm,
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WLS-EM, is proposed. The algorithm is based on the exact calculation of
the step required to jump to the final solution for a given search direction,
and the exact step can be easily calculated by simply rooting the second-
order polynomial calculated from the initial log-likelihood maximization
problem [22]. Since the optimization requires a gradient calculation of the
logarithmic likelihood function of observed data, it is necessary to give the
observed values of the model parameters. Assuming that the state x is an
unknown constant value in the n ∗ 1 dimension, the best observation for the
kth observation is shown in Equation (15).

y = βkx+ bk, k = 1, 2, . . . , k (15)

In this case, the WLS method of calculating the minimum value perfor-
mance index is shown in Equation (16).

J(x) = (y − βx)TW (y − βx) (16)

The EM algorithm is then executed and causes all the data to converge
to the vicinity of the straight line. This distance from each point to each
straight line is calculated, and the nearest distance straight line is selected
for matching. The error value for each point’s distance from the straight line
is calculated as shown in Equation (17).

rk(i) = βkxi + bk − yi, (k = 1, 2, . . . , k, i = 1, 2, . . . , N) (17)

From Equation (14), the error values can be derived to calculate the
weight values as shown in Equation (18).

δk(i) =
e−rk(i)/σ

2∑k
k=1 e

−rk(i)/σ2
(18)

In Equation (18),
∑k

k=1 δk(i) is 1, taking the less robust σδk(i) =
δk(i)
0.6745

and the extinction factor ξ = 2σδk(i). The weights are calculated according
to the Tukey weighting function, as shown in Equation (19).

ω(δ) =

{
(1− (δ/ξ)2)2, |δ| ≤ ξ

0, |δ| > ξ
(19)

In Equation (19), when |δ| ≤ ξ, the weights are between 0 and 1.
When |δ| > ξ, the weight is 0. The points in step E are divided into groups of
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Figure 4 RNN network deployment structure.

k and the slope and intercept of each group of lines are calculated for the fit.
The matrix formula for the calculation of its WLS is shown in Equation (20).

∑
i

ωix
2
i ,
∑
i

ωixi

. . .∑
i

ωixi,
∑
i

ωi


[
a
b

]
=



∑
i

ωixiyi

. . .∑
i

ωiyi

 (20)

RNN has the property of recursive connectivity. Unlike feed-forward
networks, RNNs are widely used because they accept only input vectors
of fixed length and give fixed-length output vectors, so they cannot handle
structure-rich data, especially sequences.

From Figure 4, the output of the previous time step constitutes this input
of it, allowing not only the sequence of input vectors to be manipulated but
also the sequence of output vectors to be generated, storing the time informa-
tion in memory form and capturing the long-term dependencies between the
input signals. The specific activation function is shown in Equation (21).{

ht = f(Uxt +Wht−1)

ot = g(V ht) = g(V (Uxt +Wht−1))
(21)

In Equation (21), xt represents the input at the time of t; ht is the memory
unit of the network, which represents this state of the hidden layer at the time
of t and contains the sequence information of this layer and the previous
layer. g, f are the activation function and ot represents the output at t. The
study uses GMM to process the data at the data level, and then the processed
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data set is passed through the RNN network for risk prediction and security
evaluation, thus building an optimized GMM-RNN computer network safety
assessment and intrusion detection model.

4 Computer Network Security Evaluation Model and
Application Effect Analysis

The definition of intrusion is a security event or a combination of multiple
security events, which constitutes a security event, where an intruder gains or
attempts to gain access to a system or system resources without authorization.
Intrusion detection systems that apply intrusion detection techniques are used
to monitor malicious traffic in the network acting as a second line of defense
to protect the security of computer networks and detect both internal and
external attacks. This research is based on the idea of intrusion detection
and its application to computer network safety assessment methods. Public
UNSW-NB15 data sets were selected to verify the proposed method. The
research used 90% training data set and 10% test data set in the experiment,
as shown in Table 1 for detailed data set samples.

To avoid uneven data distribution, 5000 data samples were evenly selected
as the training set, and five sets of tests were conducted to evaluate the training
model according to different types of attacks in this test set. Each record of
this computer network dataset contained 25 traffic features, and the experi-
ments were carried out to reduce the dimensionality of the data, and Test Set
was selected as the test case. In this study, a grey wolf optimization algorithm
incorporating Corsi variation was designed to optimize the hyperparameters
of the GP. The experiments were set to a grey wolf population size of 30, and
a maximum number of iterations of 200, variation of fitness values with the
number of iterations is shown in Figure 5.

From Figure 5(a), the value of F1 using LE’s dimensionality reduction
method increased as the dimensionality of the features increased and reached
its maximum at the number of 6 features, with a value of 97.36% for F1,
and the minimum number of features required was 9. Therefore, the study
used LE’s dimensionality reduction method for computer network control
data with the best results. From Figure 5(b), the overall trend of fitness
value increased as the number of iterations increased. The best fitness was
reached at 48 iterations, with a value of 96.8%, and the best fitness value
increased in the 17th and 35th generations. Results showed that the CGWO-
GP algorithm had the ability to jump out of the local optimum and maximize
the optimization of the hyperparameters.
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Table 1 Number of samples of different attack types in the UNSW-NB15 dataset
Type of Attack Attack Description Total Sample Size Training Set Test Set
Normal Natural transaction data 2218761 1996885 221876
Generic A small piece of code used as

a payload when exploiting a
software vulnerability

1511 1360 151

Exploits Contains strikes for all
attacks that can simulate
gathering information

13987 12588 1399

Fuzzers Attempts to pause a program
or network by entering
randomly generated data into
it

24246 21821 2425

DoS A technique that works on all
block ciphers regardless of
the structure of the block
ciphers

215481 193933 21548

Reconnaissance It contains different attacks
for port scanning, spam and
html file infiltration

2677 2409 268

Analysis A malicious attempt to make
it impossible for a user to use
server or network resources

16353 14718 1635

Backdoors Attackers exploit
vulnerabilities to attack
software or systems.

44525 40073 4452

Shellcode A technique for
surreptitiously circumventing
system security mechanisms
to access a computer or its
data

2329 2096 233

To verify the advantages of the proposed CGWO-GP algorithm in running
time, it was compared with the unoptimized GP algorithm and the newly
proposed method. The comparison of the training time of the five algorithms
is shown in Figure 6.

From Figure 6, the training set started with 200 data volumes. When the
training set reached 5000, the running time of the GWGO-GP algorithm was
55.29 s, which was close to the GP algorithm and obviously better than the
MIKPSO-SVM algorithm and ALO-SVM algorithm.

Experiments were conducted using five test sets to visually compare
the detection capability of the proposed CGWO-GP algorithm with other
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Figure 5 Dimension reduction results of the three methods and convergence curve of
GGWO-GP algorithm.
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detection algorithms. The boxes indicate Inter Quartile Range (IQR), and the
bars in the boxes indicate. The median accuracy, miss, and false alarm rates,
with circles indicating outliers in the data, are shown in Figure 7.

From Figure 7, the precision of the studied CGWO-GP algorithm was
significantly higher than the other detection algorithms, with a mean accuracy
of 98.99%. Moreover, both of leakage rate and the false alarm rate of this
studied algorithm were lower than the other algorithms, with the average
value of the leakage rate being 0.42% and the average value of the false alarm
rate being 0.11%.



An Evaluation Model for Network Security 727

Figure 7 Detection performance of five detection methods.
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Figure 8 Logarithmic loss value of the algorithm changes with the number of iterations and
classification results of the test set.

After several optimization experiments, two hidden layers were selected.
The number of nodes of each hidden layer was set to 20, and after several
experiments, the learning rate of the algorithm was set to 0.01. The ratio of
the test set to the training set was 2:8. The studied GMM-RNN model’s per-
formance was thoroughly evaluated through binary and multi-classification
experiments. The experiments used the Sigmoid function as the activation
function and the logarithmic loss function as the loss function. Figure 8 is
the change in the logarithmic loss value of the proposed algorithm with the
number of iterations and the classification result of the test set.

From Figure 8(a), the logarithmic loss values of the studied algorithm
fluctuated downwards as the number of iterations increased. After the 53rd
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Figure 9 Accuracy of four kinds of attack identification methods and comprehensive evalu-
ation of overall security situation of computer network.

iteration, the trend of the loss values in this training set and the test set
smoothed out, and the loss values in the training set converged steadily within
the region of 0.19. The similarity between loss values in the test and training
sets indicated that the training was effective and that the test and predicted
values can be fitted well. From Figure 8(b), the accuracy of the comparison
between the real attack category and the predicted category of the test set data
reached 98.75%. According to the analysis, due to the large similarity of the
same type of attack data, category errors occurred more frequently between
attacks of the same type.

For the processing of the unbalanced attack dataset, the experiment first
calculated the mean value of the eight attack types M. For the attack types
with a number above the mean, the experiment used the GMM algorithm
to aggregate the number of attacks into eight small piles. From each small
heap, M/8 data were randomly selected and regrouped into M attacks. The
experimental results of dichotomous classification were used 53 times as
the number of iterations for model training, as shown in Figure 9(a), for
the recognition accuracy of the four algorithmic models for the nine attack
types in the dataset. Results of the comprehensive assessment of this overall
security posture of computer networks for the four models in 2021 are
illustrated in Figure 9(a).

From Figure 9(a), the detection precision of the studied GMM-RNN
model for all nine attack types was higher than that of the other algorith-
mic models, with the mean value of its detection accuracy at 95.899%.
Its detection accuracy for DoS attacks was the highest at 98.45%. As shown in
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Table 2 Comparison of performance results of four methods
Method Acc(%) F1 − score(%) Training Time (s) Test Time (s)
CGWO-GP 91.65 93. 36 82.36 14.39
GP 81. 94 83.11 91.33 21.28
RNN 88.04 87.20 90.33 29.28
GMM-RNN 96.39 98.03 67.96 6.45

Table 2, the performance of the four algorithms was demonstrated in several
aspects, and the results were calculated by averaging the results obtained in 10
experiments. From Figure 9(b), The GMM-RNN network security evaluation
model had the advantage of being more comprehensive and a better prediction
of the security posture of computer networks, with a prediction value of
97.65%, significantly better than other algorithmic models.

From Table 2, this GMM-RNN model proposed in the study performed
with an optimal detection accuracy of 96.39% and a F1 value of 98.03%.
In time performance, the GMM-RNN model was very effective for large data
sets due to its use of WLS-EM to accelerate the iterations for data region
partitioning. The training time was effectively optimized to 67.96 s, and the
detection time for the test set was 6.45 seconds.

5 Conclusion

With the increasing number of vulnerabilities associated with computer net-
works, it is crucial to safeguard their security against attacks. To this end,
this research provides an in-depth analysis of intrusion detection and security
evaluation of computer networks. It constructs a computer network security
assessment model based on an optimized circular algorithm. This model is
first based on the CGWO algorithm to optimize the hyperparameters of the
GP. And to solve the problem of unbalanced data and the GP not having mem-
ory capability, an optimized GMM-RNN algorithm is proposed. Experiments
showed that the research CGWO-GP algorithm reached the best fitness when
the number of iterations reached 48, with a value of 96.8%. And the best
fitness value was optimized in the 17th and 35th generations. It showed that
the CGWO-GP algorithm can jump out of the local optimum. Meanwhile,
it achieved an average precision rate of 98.99%. The mean precision of the
GMM-RNN model was 95.899% for this detection of nine types of attacks.
The highest detection accuracy for DoS attacks was 98.45%. The GMM-RNN
model performed with an optimal detection accuracy of 96.3948% and a
value of 98.0295% for F1. In time performance, the training time of the
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model was effectively optimized to 67.9551 s, and the detection time of the
test set was 6.4525 seconds, which greatly optimized the real-time perfor-
mance. The GMM-RNN model was more effective for computer network
security posture prediction, and the security posture prediction value could
reach 97.65%, which was significantly better than other algorithm models.
Although the research model has achieved better performance results, there
is still room for optimization in real-time intrusion detection in computer
networks, which will be explored in more depth in future research.
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