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Abstract

The usage of wireless sensor networks (WSN) is widespread in industries
where data security is crucial. Due to the energy and computational limits of
WSN, the cryptographic protocols designed for it must be as computationally
cheap as feasible. The components of these protocols, such as the random
number generator, are subject to the same constraints. For such resource-
constrained devices, several lightweight encryption techniques have been
created. One of the most efficient lightweight ciphers is Tiny Encryption
Algorithm (TEA). TEA uses a few lines of source code that are based on
Feistel. It is however susceptible to attacks utilizing equivalent and related
key attacks. In order to address TEA’s key vulnerabilities, a modification is
suggested in this paper that focuses on key creation. Four connected Additive
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Fibonacci Generators (AFGs) make up the structure, which addresses the
security vulnerability by using a unique key each round. Performance evalua-
tion was assessed using three statistical tests: avalanche effect, randomness
analysis, and completeness testing. Through experimental results, ATEA
outperforms TEA by an average of 51.68 % to 47.51 % for the avalanche
effect, and 51.95 % to 48.36 % for the completeness test, and satisfies all the
NIST requirements. Results of advanced security measurements indicate that,
ATEA can be used to secure WSN devices.

Keywords: Wireless sensor network, constraint devices, lagged fibonacci
generator, lightweight cryptography, random number generator.

1 Introduction

In recent years, the increased computing power of smart devices has facil-
itated the development of an ecosystem of connected physical objects
accessible via WSNs [1]. These devices, characterized by their small silicon
footprint, limited computational capabilities, and constrained battery life,
having a significant challenge to secure them using conventional crypto-
graphic algorithms like AES [2]. Therefore, many lightweight cryptographic
algorithms have been proposed to address this pressing need [3, 4].

The major concern about designing a lightweight cryptographic algo-
rithm is to cope with the trade-offs between security, cost, power and
speed [5]. Many lightweight ciphers adopt the symmetric key block cipher
approach as it involves using a single key for both encryption and decryp-
tion, leading to simpler designs and better hardware performance metrics.
Several well-known lightweights using symmetric key block ciphers, such
as PRESENT [6], AES [4], RC5 [7], HIGHT [8], and TEA [9]. As a result,
many symmetric key block ciphers utilize the Feistel structure for encryption.
This structure is a symmetric network that is commonly used for creating
block ciphers, and it provides the benefit of having identical encryption and
decryption operations with only a slight difference in the key scheduling
process [10, 11].

TEA is suitable for resource-constraint devices since it is a fast and effec-
tive light-weight encryption algorithm. A mere few lines of source code are
sufficient to build TEA. However, TEA does have a limitation when it comes
to key scheduling [12, 13]. In general, achieving cryptographically secure
keys are challenging task in lightweight cryptography due to the limitations
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of conducted devices [14, 15]. Consequently, several modifications to TEA
have been proposed to overcome this issue [16—18].

A modified version of TEA is proposed in this paper called ATEA. The
main motivation is to overcome the vulnerabilities and shortcomings of the
original TEA. The proposed structure incorporates four connected AFGs
that are mutually scrambled for perturbation, thereby increasing security
performance through the use of a unique key each TEA round. To assess the
performance of proposed ATEA, three advanced statistical analysis tests were
conducted, avalanche effect, random-ness, and completeness test. In addition,
results are compared with state-of-the-art algorithms.

2 Structure of Paper

Section 3 examines the literature review. Section 4 presents the theoretical
background of AFG and TEA. Section 5 explains the design and imple-
mentation of the proposed work. The simulation environment is explained in
Section 6. Results and statistical analyses are explained in Section 7. Finally,
the paper conclusions are depicted in Section 8.

3 Literature Review

TEA has been a subject for study and modification within the field of
cryptography, this literature review explores the most relevant key findings
related to TEA.

In [19], the authors proposed a modified version of the TEA encryption
algorithm (MTEA) with a stronger key scheduling algorithm using a S-
Box-based approach. Four 32-bit words make up the 128-bit cipher key,
each of which is rotated left by 11 bits and subject to a 4x4 S-Box twice.
The MTEA uses 32 rounds of encryption, with each round using a 128-bit
round key generated by the key scheduling algorithm. The paper offers a
clear explanation of the proposed modification and its implementation, but
its effectiveness remains unclear without further evaluation.

In 2019, the paper [20] proposes a lightweight encryption scheme based
on TEA to protect data transfer between 10T devices. The scheme includes
a pseudorandom number generator, key exchange protocol, and ciphertext
integrity check. The study demonstrates how secure and effective the recom-
mended plan is, and has lower computational overhead than other lightweight
encryption schemes. However, the scheme is limited to text file encryption
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and decryption, and it may not be suitable for securing data with varying
formats and sizes.

In 2019, the authors in [21] proposed another modified version of TEA
to enhance data security for IoT. The proposed modification includes the
introduction of key rotation, which changes the encryption key at regular
intervals to prevent attacks that may exploit weaknesses in a static key. The
paper presents simulation results that demonstrate the effectiveness of the
proposed modification in enhancing data security for IoT devices. However,
the proposed modification is not compared against the latest encryption algo-
rithms used in IoT devices, which may limit its generalizability. Additionally,
the paper does not provide a comprehensive security analysis of the proposed
modification, including potential vulnerabilities and attack scenarios.

In 2020, the authors in [22] proposing a method for securing image
files. This algorithm was based on cryptography and steganography. Authors
used steganography by Least Significant Bit (LSB) method and the Linear
Congruential Generator (LCG). The proposed method provides a means of
securing image files by encrypting them with TEA and hiding them within
other image files using LSB steganography with the LCG. It provides a more
secure means of transmitting sensitive image files in various settings, such as
medical imaging or military applications.

In 2021, the authors in [23] proposes a new modification of TEA for
securing data in IoT devices. The proposed algorithm is based on block
ciphers and hash functions, which enables efficient encryption and decryption
of data while also ensuring data integrity. The experimental results showed
high performance of encryption speed, memory usage, and energy consump-
tion. However, it does not highlight the statistical analysis of the security
properties of the proposed algorithm, which may limit its applicability to
certain [oT security scenarios.

4 Theoretical Background
4.1 Lagged Fibonacci Generator (LFG)

Pseudorandom Random Generators (PRG) play a vital role in the crypto-
graphic algorithm. A special place among such generators is occupied by
LFG. LFGs have gained popularity for their ease of implementation and
relatively low cost and complexity. These generators are defined by their
recurrence relation;

Tp = Tner @ Tp—s mod m (D)
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Table 1 Maximum attainable periods p of LFG =, = Zn—r ® Tr,—s mod 2™ [24]

Operations Maximum Attainable Period
Addition, mod p=2N"1(2" 1)
Subtraction, mod p=2N"1(2" —1)
Multiplication mod p=2N"3(2" —1)
Exclusive-or p=2"-1

The symbol ® represents an operation which could be any of the follow-
ing: addition (+), subtraction (—), multiplication (x), or exclusive OR ().
To generate R bits random number, 7 = 2%. r and s are called the lags of
the generator where 7 > s > 0 [24]. The output sequence is represented by
Ty, and the time is denoted by n. See [25] for more detailed analysis on this
generator.

The maximum period that can be achieved by LFG depends on the
specific operation employed, as illustrated in Table 1.

The term Additive Fibonacci generators (AFG) is used to group genera-
tors that utilize the + or — operator. As shown in the above table, + and —
operators obtain large periods, therefore, most stringent statistical tests show
that AFG produce satisfactory outcomes even if the lags have small values.
As such, the equation of an AFG can be expressed as:

Ty = Tper L Tp—s mod m 2)

Where m denotes the base, r and s represent the lags of the past samples,
and {xo, ..., z,_1}, constitutes the seeds values [24].

To reach the maximum period of p, that is p = 2V=1(2" — 1). The
following conditions must satisfy; (1) m = 2N where N, represents the
word length, (2) 23! + 23 4 1, is the trinomial irreducible and primitive over
GF(2), (3) One of the seed values must be at least odd.

Despite their advantages, LFG is subject to limitations regarding random-
ness and security. Specifically, they are known to fail certain randomness
tests. Therefore, in order to have sufficiently large periods and exhibit ideal
random behavior, it requires large lags. However, large lags mean large
amount of memory, since the state of an LFG is proportional to its lags [26].

Recently, various researches have been done to modify LFG, due to its
easy implementation and simplicity [27]. To overcome the aforementioned
issues, a more sophisticated architecture to generate keys has been introduced
in this work.
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4.2 TEA Overview

TEA is a lightweight encryption algorithm presented in 1994, which was the
most efficient and fastest encryption algorithm ever devised at that time [28].
D. Wheeler and R. Roger created TEA at the Computer Laboratory at the
University of Cambridge. It is one of the block cipher algorithms that encrypts
a 64-bits plaintext with a 128-bits key. The key length is adequate, as required
by contemporary encryption standards. The process of encryption starts by
dividing a 64-bit plaintext into two 32-bit blocks, which we will refer to as
r[0] and [[1]. Additionally, the encryption key K is divided into four blocks
(K[0], K[1], K[2], and K[3]).

The diagram in Figure 1 displays the block layout of TEA. It consists of
64 Feistel Rounds. Each TEA round includes two Feistel Rounds, resulting
in a total of 32 rounds. Although TEA can achieve full diffusion in just six
iterations, it is set to 32 iterations for heightened security. In cases where
encryption time is limited, the number of iterations can be reduced.

Plain Text (64=Dbits)

PL, l PR,
— K[0]
A 4
] <<d,
Delta,

L1 2
T
K[2]
A\ 4
<<d, E]
Delta

K[3]

v v

Figure 1 TEA block diagram for one round.
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As seen in Algorithm 1, TEA requires very few resources and has a
small footprint. It can be implemented in any programming language. The
encryption algorithm employs a number called “Delta”, which is derived from
a golden ratio [13].

Algorithm 1
TEA Encryption
Input: (/, r) Plain Text, (K) Key, Delta
Output: 64-bits Ciphertext
delta = (v/5 — 1) * 231 = 9E3779B9h
Jfor nin Range(0, 32, 1) # 32 Rounds
sum—+ = delta
I+ = (r<4)+ K[0] XOR r 4+ sum XOR (r > 5) + K[1]
r+ = (I < 4)+ K[2] XOR !+ sum XOR (I > 5) + K|[3]
return(l, r)

A 64-bits plaintext is encrypted in 32 rounds using basic operations, in
a way that each half of the plaintext is used to encrypt another half, then
these halves are merged to create a 64-bit ciphertext. To mix the input bits
and provide non-linearity, has two bitwise shits, XOR, and ADD operations.
The purpose of Delta (golden ratio) is to ensure that, the encryption k is not
repeated.

In the decryption, same process is inverted. Please refer to Algorithm 2
for more details.

Algorithm 2
TEA Decryption
Input: (/, r) Ciphertext, (K) Key, Delta
Output: 64-bits Plaintext
delta = (v/5 — 1) * 231 = 9E3779B9Yh
fornin Range (32,0, —1) # 32 Rounds
sum+ = delta
r+ = (I < 4)+ K[2] XORl+ sum XOR (I > 5) + K|[3]
I+=(r<4)+ K[0] XOR 1+ sum XOR (r > 5) + K[1]
return(l, )

5 Proposed Method ATEA

In this section, we present the new modification for the original TEA called
ATEA, which is based on four connected AFGs to overcome the vulnerabili-
ties of the original TEA. The proposed model replaces the original TEA keys
schedule by a combination of four AFGs, mutually scrambled. The general
structure is depicted in Figure 2.
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Plain Text

(64=bits)

(128)-bits)
(64=bits)

Cipher Text

Figure 2 General structure of proposed model ATEA.

To generate keys, the algorithm employs the addition and bitwise XOR
of the outputs from four basic AFGs. These AFGs are mutually scrambled by
perturbing the most and least significant bits of their lags. The outputs of the
AFGs are then summed and mod by m, such as;

Ay =Ap—r1 P (Bp_s2 < d1) + Bn_sa @ (Ap—r1 > dy) mod m
By, = Bn—ro ® (Cp_s3 < da) + Cp—s3 ® (Bp—r2 > d3) mod m
Cpn=0Cn_r3® (Dn-sa <di)+ Dp_sa® (Cp—r3 > dy) mod m
Dy, =Dp_ys® (Ap—s1 < da) + Apn—s1 ® (Dp—ra > d3) mod m

di, dao, d3, dy are four constants, where 0 < d; < N. The symbol & is a
bitwise XOR. (>) and (<) are the bitwise shits. It is worth noting that, d; can
be represented as the result of multiplying by 27%, then performing a floor
operation. Similarly, < di can be represented as the result of multiplying by
24 forming a mod.

Note that, to ensure the resulting sequence of each generator have a
unique length, the lags r1, 79, 73, and r4 of the generators must be chosen
by different values. In addition, it is essential to choose the lags r1, 72, 73,
T4, S1, 52, 83, and sS4, in a way that satisfies the trinomials A" 4+ AS! 4 1,
B2 + B2 4+ 1, C™ + C* + 1, and D™ + D** + 1, which should be
both irreducible and primitive over GF(2). Additional information on the
suggested modification can be found Figure 3.

The modified structure enhances the security of the generator by increas-
ing the number of system states and increasing the period, entropy, and
key space. The use of a combination of arithmetic and bit-oriented opera-
tions ensures protection against algebraic and related key attacks. Although,



Enhancement of Tiny Encryption Algorithm for Resource-Constrained WSNs 357

Plain Text (64=bits)

Cn

v Dn

v v

Figure 3 The general diagram of proposed ATEA.

when combining multiple streams to generate one output key with a smaller
word size, it becomes challenging to analyze, making it more difficult for a
cryptanalysis attack. Since it is subjected to resource constraint devices, the
proposed structure employs efficient operations that are easy to implement in
hardware or software, such as addition, XORing, bitwise shift, and mod.

Through the experiment, the generator was able to pass previously failed
randomness tests of original AFG by perturbing the LSBs of A,,_,1, By,
Cp—_rzand D,,_,4, and the MSBs of A,,_s1, By—s2, Cr—s3 and D,,_ 4 before
their addition. To achieve this, the samples A,, 1 By,_r2, Cp,_r3 and Dj, 4
were right-shifted by dy4, ds, d4, and d3 bits respectively, and then XORing
with By,_g2, Cp_s3, Dy_sq and A,,_¢1. Then, the samples A, _s1, Bp_s2,
Ch—s3 and D,,_ ¢4, were left-shifted by do, di, do, and d; bits respectively,
then XORing with D, _,4, Ap_r1, Bn_re, and C,_,3, respectively. All
samples were perturbed in the same manner. The opposite approach can also
be used.

To start the generator, a set of initial values {Aq,...,An,—1},
{Bo,...,Bn,—1}, {Co,...,Cn—1}, and {Do,...,Dy,_1}, must be
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provided. It’s important to note that a null seed should not be used as it
produces a null sequence.

An experiment was conducted on several trinomials to search exhaus-
tively for the perfect generator periods, this work discovered that, the period
of the keys was significantly increased by mutual cross perturbation. The
period of the generated numbers is much longer than that of an equivalent
generator created without scrambling by ¢ XORing four conventional AFGs.
In the latter case, four generators constitute the resulting periods A,,, B, Cp,
and D,,.

The maximum possible period of the generated keys is p = 2N~1
(2rtr2trstra 1) which is equal to the total number of possible generator
states, except for the all-zeros state. The period of keys depends on the
parameters 71, 79, T3, T4, S1, S2, S3, S4 d1,d2, ds, dy, and N and also on the
initial values.

In this work, and to let TEA works properly, every two AFGs are
scrambling to generate 32-bits sub-key, resulting in a total of 128-bits each
round. Since the original TEA has 32 rounds, 32 keys are generated for
the encryption process, that is one key for each round. To provide more
confusion, each key is perturbed based on another key in the structure.

In the decryption process, the keys are utilized in the opposite sequence,
meaning that K3; is employed in the initial round, K3g in the second round,
and so on.

6 Simulation Environment

The structure of the suggested model can be constructed using uncomplicated
hardware or software. To confirm its proper functioning, the modification
algorithm was executed using Python, and the pyFirmata package was
installed to employ the Firmata sketch protocol. The implementation was
programmed on a PC with Core i7 CPU.

A microcontroller was selected to design as it offers clear benefits such as
reduced cost and size, high flexibility, and the added advantage of not limiting
the system to a specific platform [29]. Among similar alternatives, Arduino
platforms were preferred due to their lower cost and network support. In
addition, Arduino platforms are easy to build and update, and have extensive
usage in loT.

The 8-bit ATmega328P microcontroller was used. To power the board, a
USB connection is utilized. We used Arduino IDE 1.8.16 for implementation.
The resulting programs were then directly flashed into the device. Because
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the boards have limited RAM, we chose four irreducible primitive trinomials
of the generator, namely {z'" + 2® + 1}, {2 + 2% + 1}, {27 + 2% 4 1},
and {23! + 23 + 1}. The lag values are of r; = 17, ro = 31, 73 = 17, and
rqy = 31. N = 32 bits was selected, and 0 < d; < 32.

It is clear that, the period of combining four AFGs using only XORing
operation yield a repetition period of the least common multiple, which is
approximately p = 231(2%6 — 1). However, calculating the actual repetition
period is impossible. Therefore, the generated sequence length is more than
sufficient for any cryptographic task. A brute force key attack seems to be
infeasible to attack the generated keys. The generator’s structure also makes
it immune to algebraic attacks since the internal state cannot be learned.

7 Result and Security Analysis
7.1 Avalanche Effect Test

The quality of a cryptographic algorithm can be evaluated by avalanche effect
test. It describes how sensitive the algorithm is to small changes in the input,
that is a slight change (even one bit) in the plaintext during encryption can
cause a significant alteration in the output [30].

The presence of the avalanche effect is crucial in determining the quality
of a block cipher. If the degree of the avalanche effect is not significant, it
indicates a weak randomization process, making it easier for an attacker to
predict the plaintext. This flaw partially or completely compromises the block
cipher algorithm. Therefore, the avalanche effect is a desirable characteristic
that designers should consider when assessing the cryptographic algorithm’s
effectiveness. This can be calculated using an equation;

AE — No. of filled bit in ciphertext
~ No. of bit in cipherdtext

3)

To assess precision, the output of encryption and decryption was evalu-
ated by testing text files, and the results are presented in the following figures;
Figure 4(a), depicts the content of the file selected for encryption, while
Figure 4(b), shows the decrypted file’s content using the original TEA using a
fixed key for each block during encryption. In contrast, Figure 4(c), displays
the encrypted file’s content using ATEA, where each block is encrypted
using different generated keys. The avalanche effect is prominently visible
in Figure 4(d), where changing one bit in the input plaintext results in a
considerable difference compared to Figure 4(c). Additionally, Figure 4(e),
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the sample message for encryption and decryption
the sample message for encryption and decryption
()
MOuNcyVxIAcOKcSccbSQORqqETw6OhL/qL1I3871Dgzc AJJHZVeOndXqCZZWB/E
MOuNcyVxIAcOKcSccbSQORqqETwOhLE/qL1J3871DgzcAJJHZVeOn4XqCZZWB/E
(®)
pJJI8VLigDWXmt7qd6QkQUt1 Mt79aioPqxweHRIpInPm49kZo4NxcOEf+{IB+qeS
t4AfCxSBX2Nk+MziGPluMCUIKLW8U9scM 1nyqlwM3j2pGqlyEbK 73cf4{124 X alg
©
t4AfCxSBX2Nk+MziGPIuMCUIKLW8U9scM InyqlwM3j2pGqlyEbK 73cf4fI24Xalg
pJJ8VLigDWXmt7qd6QkQUt1Mt79aioPqxLweHRIpInPm49kZo4Nxc6Ef+{IB+qeS
(d
63+geAFDwsvfgRIwUOQ3zabDLXTAR3J1vITmyNRymrvOPa/RgUTzhp/TgndYr3zR
ZvFc65C4bhGx0UtByP4Tqw4wOdR8HiHBbladq4sHS3vrtm+2sIp1mQbmQib5h”x3

(e)
Figure 4 (a) A message considered for encryption using original TEA. (b) The encrypted
message using TEA. (c) The same message encrypted using ATEA. (d) The decrypted message
after changing one number in initial sequence. (¢) The decrypted message after changing one
irreducible primitive trinomial.

illustrates the avalanche effect evaluation of the decrypted message after
modifying an irreducible primitive trinomial, the encrypted results shows
completely different cipher comparing to to Figure 4(c), therefore, the
proposed method achieved high performance regarding this test.

To implement this test, we encrypted 10 plaintexts in order to obtain
10 ciphertexts. Then, changed one bit in each given plaintext and encrypted
again. After that, XORed each pair of generated ciphertext, and calculate no.
of 1 s in each result. Eventually, calculating average percentage for the entire
ciphertext.

Table 2, presents the results of a test conducted on ATEA and compared
with TEA, and our previous work. The probability of bit reoccurrence in each
ciphertext is significantly lower in TEA. For example, in block 1, the recorded
avalanche effect for TEA was 47.24, 50.35 for our previous work, while 51.7
for the proposed ATEA.

Figure 5, demonstrates averages of the all 10 blocks, providing evidence
that the modified ATEA exhibits superior encryption performance compared
to other according to above table.

The benchmark was developed to distinguish between the them as
shown in Figure 6. It is clear that, the method devised has surpassed the
recommended value of avalanche effect.
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Table 2  Avalanche effect Test (10 blocks)

No. of Blocks

TEA [22]  Previous Wo

tk [13] ATEA

1 47.24 50.35 51.7
2 45.95 48.78 50.45
3 47.45 49.36 51.36
4 47.44 50.14 51.15
5 46.37 49.11 50.76
6 47.75 50.37 52.67
7 49.44 51.64 52.77
8 47.12 49.23 51.14
9 47.11 49.97 51.92
10 49.21 51.71 52.84
Average 47.51 50.07 51.68
—@—TEA —#&—Previous Work —@=—ATEA
54
g °2 W
% 50 W
S 48
Z
3 46
>
< 44
42
40
1 2 3 4 5 6 7 8 9 10
BLOCKS NUMBER
Figure 5 Avalanche effect comparison.
60 mTEA M Previous Work WATEA
50
< 40
©
£E 3
e
& 20
10
0

Avalanche Effect

Figure 6 Benchmark results.
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7.2 Completed Test

In cryptography, when each bit in ciphertext is sensitive to each bit in
plaintext, the ciphertext is considered completed [31]. To implement this
test, 65 plaintexts were utilized for testing by the original TEA, our previous
work, and proposed work ATEA. Each of which is 64-bits, and varied by
one bit from the others. All plaintexts were then encrypted. The ciphertexts
then XORed together. The results were subjected to 64 * 64 array. Then,
calculating ones in each row. Table 3, shows the results of this test.

Table 3 Evaluation of completeness test
TEA % [8] Previous Work % ATEA %
48.36 51.75 51.95

In this case, the completeness percentages are obtained. ATEA exhibits
51.95% which is slightly above the TEA and previous work, which is the
goal and objective of this work. Since each round of the proposed ATEA has
different key for encryption.

8 Conclusion and Future Works

The goal of this study was to identify an ideal cryptography solution to WSN
devices. A novel block cipher algorithm (ATEA) was developed to address
the limitations of the original TEA. It was compared to TEA, and our previous
work through performance analysis in Python utilizing fast operations such
as addition, bitwise XOR, left, and right shifts. To ensure compatibility with
the constraint devices, the analysis focused on the most critical factors that
need to be considered when employing lightweight ciphers.

An analysis of the modified TEA’s encryption and decryption perfor-
mance was conducted using tests for avalanche effect, randomness, and
completeness. The results were compared with those of the original TEA,
and our previous work.

* To determine the quality of a cryptographic algorithm. The more sig-
nificant the avalanche effect, the better the randomization of the block
cipher, making it difficult for a cryptanalyst to predict the input from the
output ciphertext. In this study, the avalanche effect was evaluated for the
original TEA and ATEA by encrypting 10 blocks of plaintexts, changing
one bit, and XORing the generated ciphertext. ATEA outperformed
the original TEA, and our previous work in terms of avalanche effect,
proving that it has better encryption performance.
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* Through randomness analysis evaluation, the ATEA algorithm passed
all the statistical tests with satisfactory P-values. It is evidence that, the
keys of proposed ATEA have high randomness characteristics and more
confusion.

» T evaluate the sensitivity of the ciphertext to changes in the plaintext,
a completeness test was conducted. The desired probability for this test
is 50%. A total of 65 plaintexts were used, each varying by one bit,
and encrypted to obtain ciphertexts. The ATEA algorithm was compared
with the original TEA, and a previous work. The results show that ATEA
achieved the highest completeness test percentage of 51.95%.

Since the work is intended for WSNss with limited resources, the proposed
modification is straightforward and does not impose any additional complex-
ity overhead. The use of AFG is appropriate due to its simple computation. As
aresult, this approach is well-suited for modern WSNss to facilitate data trans-
fer over the network. For future works, different cryptanalytic techniques can
be applied by researchers to break it and identify its vulnerabilities and design
a secure algorithm. Standardizing this algorithm to ensure its interoperability,
security, and efficiency across different systems and applications.
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