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Abstract

The continuous improvement of artificial intelligence technology has deep-
ened its application in many fields and provided more support for predicting
network security situations. QPSO-LSTM model based on LSTM neural
network and fused with QPSO algorithm provides more options for improv-
ing network security situation prediction, further enhancing the effectiveness
of network security situation prediction, and enabling more efficient and
accurate prediction and analysis of network security situations. By comparing
the applications of different types of algorithms in network security situation
prediction, it was found that the QPSO-LSTM model has smaller prediction
errors, can achieve higher prediction accuracy, and can also obtain higher
F1-score and AUC values; the shorter identifying runtime also lays the foun-
dation for improving the speed and efficiency of network security situation
prediction. Therefore, in the field of network security situation prediction,
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the application of QPSO-LSTM model can provide more support for further
improvement and improvement of security situation prediction performance
in this field.

Keywords: Network security, QPSO algorithm, LSTM neural network,
model construction, situation prediction.

1 Introduction

Continuous updating and development of artificial intelligence technology
has brought significant changes to modern society for technologies and ser-
vices such as instant messaging, virtual economy, online social networking,
and the Internet of Things. The network has been integrated into various
aspects of daily life. The internet has promoted cultural exchange and knowl-
edge popularization, promoting the deep integration of various fields such as
online education, entrepreneurship, healthcare, shopping, finance, and mod-
ern life. It has become an indispensable support for economic and modern
technological development [1, 2]. The Internet not only promotes technologi-
cal progress, but also hides enormous risks. More and more network security
issues have attracted more attention. The emergence of security risks not only
leaks personal privacy information and commercial operation secrets, but also
may lead to the loss of national interests in severe cases. Therefore, network
security not only affects the interests of individuals and enterprises, but also
relates to the stability and development of national politics, economy, and
national defence security. Timely and efficient detection of hidden dangers
in network security, prediction and analysis of security situations, and the
construction of a more secure network communication system are severe and
urgent challenges that need to be solved. They are also one of the important
issues that must be faced and solved in the current artificial intelligence
society [3, 4].

In the complex and ever-changing network security environment, per-
ceiving and predicting network security status from a macro perspective
has become an important technical link in the field of Network Security
Situation Awareness. For network security situational awareness technology,
the acquisition of situational elements, situational assessment, and situational
prediction are important key links in the research field of this technology.
Network security situational awareness technology can integrate internal and
external network environment information, and conduct comprehensive anal-
ysis and evaluation of the collected relevant information [5]. By conducting
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situational assessment on the results obtained from fusion calculations, it
is possible to provide a more comprehensive analysis of network security
situational information while ensuring accuracy. Finally, it can also predict
the future cybersecurity situation based on past cybersecurity situations and
the current state of cybersecurity situation information [6, 7]. At present,
the prediction of network security situations still faces the problem of rel-
atively low recognition efficiency and accuracy values. Further improving
the efficiency of network security situation recognition and the accuracy of
prediction is still an important aspect that needs to be studied. In the process
of continuous development and improvement of modern artificial intelligence
technology, LSTM neural network, as an improvement of RNN neural net-
work, can improve the efficiency of feature recognition in network security
situation prediction, further improve the accuracy of model prediction, and
lay the foundation for the evaluation of network security situation [8, 9].

The performance in time series data processing is a significant advantage
of RNN, and LSTM neural networks overcome the long-term dependence and
easy forgetting problems that exist in RNN. Therefore, LSTM is more suit-
able for processing network security situation data. However, although the
LSTM neural network has good processing ability for time series data, the
algorithm involves many parameters during model training, and the selection
of the number of hidden layer nodes and batch size has a certain degree
of subjectivity [10]. Moreover, multiple adjustments are needed to train the
model based on the number of neural elements and batch size. The model
obtained through training may still have a certain performance gap with
the optimal model. Therefore, it is necessary to improve and enhance the
LSTM neural network to further enhance its performance in network security
situation prediction.

As a basic theoretical algorithm for network security situation prediction,
Particle Swarm Optimization (PSO) is an intelligent optimization algorithm
based on Swarm Intelligence. This algorithm assumes that there are N birds
in the forest, and there are several unknown positions of food. The bird
swarm searches for food by transmitting information about the location of the
found food until it finds the optimal food location in the forest. Treat each bird
as a particle, and each particle adjusts its flight strategy and position based
on its own and group optimal position information until it finds the global
optimal position. Compared with other intelligent optimization algorithms,
the main characteristics of particle swarm optimization algorithm are wide
search range and fast convergence speed [11, 12]. The quantum particle
swarm optimization algorithm (QPSO) formed by further improving the
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particle swarm optimization algorithm has further improved and strengthened
its global search ability compared to traditional PSO algorithms, which can
better eliminate subjective factors in parameter selection of LSTM neural
networks. Therefore, this article uses QPSO algorithm to find the number
of hidden layer nodes and batch size of LSTM networks. Among them, the
mean square error is used as the fitness function of the algorithm [13].

Based on the above analysis and considering the temporal nature of net-
work security situation values, this paper selects the LSTM neural network,
which is good at processing temporal data, to predict and analyse network
security situation values. In addition, due to the difficulty in determining
hyperparameters and being prone to falling into local minima in LSTM neural
networks, this paper further introduces the QPSO algorithm with global
search ability to search for relevant parameters of LSTM neural networks,
and establishes a QPSO-LSTM network security situation prediction model
[14, 15].

2 Prediction of Network Security Situation in Artificial
Intelligence

2.1 Application Status of Artificial Intelligence in Network
Security Prediction

The application of artificial intelligence technology in predicting and
analysing network security situations is mainly reflected in its ability to
continuously improve system performance through computational means and
the use of experience. For a given set of data, machine learning in artificial
intelligence generates a model composed of several rules by calculating and
analysing the internal laws of the data. When facing new data, corresponding
judgments can be made based on the already constructed model. Artificial
intelligence can construct deep neural network models by imitating bio-
logical neural mechanisms, which have stronger representation capabilities
for the internal connections of raw data. Therefore, applying such learning
algorithms to network security situation prediction systems, utilizing a large
amount of recorded connected data, and using deep learning algorithms in
artificial intelligence for computational learning, can construct a detection
model with better performance, which can better judge the threats to network
security and achieve prediction and analysis of security situations [16–18].
Therefore, in the face of a large amount of network security data, constructing
a suitable and efficient security situation prediction model to timely and
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Figure 1 Logic diagram of network security situation prediction model.

accurately detect security attacks is a key research link in network security
situation prediction technology. In the analysis process of network security
situation, core links such as element extraction, element understanding, and
element prediction are involved, ultimately achieving visualization of secu-
rity situation prediction. As shown in Figure 1, a basic model for predicting
and perceiving network security situations is presented.

Through the above analysis, it can be found that LSTM neural network
technology can significantly improve recognition efficiency and relatively
low prediction accuracy in predicting and analysing network security situ-
ations, improve the overall prediction performance of the model, and provide
more guidance for network security. Combining the performance advantages
of LSTM neural networks, the QPSO algorithm is introduced to further
improve the shortcomings of the model’s large number of parameters during
training and the strong subjectivity of related parameter processing. The
constructed QPSO-LSTM algorithm model can further improve and enhance
its performance, providing more efficient support for network security situa-
tion analysis and prediction in the context of continuous updates in modern
science and technology.

2.2 Theory of LSTM Neural Networks

Long Short Term Memory neural network is a variant of RNN. LSTM solves
the problems of weak processing of medium to long sequence data, easy
gradient vanishing, and explosion in RNN, and is more suitable for pro-
cessing long delay and long interval time series data [19]. The LSTM neural
network can effectively filter out useful new information for memory while
maintaining long-term information of sequence data, discarding redundant
old information, making LSTM more efficient in processing various long
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and short sequence data information. For the internal structure of a standard
RNN neural network, it usually only has a simple tanh layer, with each node
having two input values, one of which is the current input value and the other
is based on the value obtained from the previous node; Each node also has
two outputs, one for outputting the result and the other for the input of the
next node, which are essentially the same value [20]. LSTM has a similar
chain structure to traditional RNN, but there are significant differences in the
internal unit structure. As shown in Figure 2, a logical schematic diagram of
the internal deployment structure of the RNN neural network is provided.

In RNN neural networks, the output at time t is the value Ot, while the
input value at time t is xt, and ht represents the hidden layer state at time t.
From the unfolding diagram, it can be seen that recurrent neural networks are
different from general multi-layer feedforward neural networks, as they share
parameters in different parts of the network model.

Based on the basic starting point of filtering important information and
avoiding unimportant information, the LSTM neural network uses memory
blocks to lock in important information, without relying on all memory
information to avoid gradient explosion phenomenon. Each memory block
is composed of one or more self connected memory cells, with a single
memory cell composed of three multiplication control units. These gate
control units provide functions similar to read, write, and reset. LSTM has
one more input and one more output compared to RNN. The two additional
values are the input and output values of the cell state of the memory and
forgetting mechanism of LSTM, which is usually represented by C. The cell
state can determine the storage and deletion of relevant data during specific
network information processing [21, 22]. The emergence of cell states not
only effectively avoids the problem of gradient vanishing in RNN neural
networks, but also avoids the gradient explosion problem that often occurs
in models. As shown in Figure 3, the basic logic diagram of the LSTM neural
network is presented in conjunction with its internal structure.
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Figure 3 Internal structure logic diagram of LSTM neural network.

In addition to external loops, the LSTM neural network adds cell state
units internally to store long-term state information, with state units repre-
sented by sti. In this neural network, the sigmoid function is used to control
the forgetting gate. Based on the output from the previous time and the input
from the current time, a numerical value is generated, ranging from 0 to 1, to
determine whether to let the information learned from the previous time pass.
The forgetting gate F t

i of cell i at time t is shown in Formula (1):

F t
i = sigmoid

∑
j

Uf
i,j · x

t
j +

∑
j

W f
i,j · h

t
j + bfi

 (1)

where, xt is the input vector at time t, ht is the hidden layer state vector
at time t. Uf ,W f , and bf represent the input weight, the cyclic weight of
the forgetting gate, and the bias, respectively. The input gate Gt

i also uses
the sigmoid function to generate a value between 0 and 1, which determines
the data used to update information, as shown in Formula (2):

Gt
i = sigmoid

∑
j

Ug
i,j · x

t
j +

∑
j

W g
i,j · h

t
j + bgi

 (2)

Among them, the input weight, the loop weight of the input gate, and the
offset are Ug, W g, and bg, respectively. The update method for the internal
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state of cells obtained from the input gate and forgetting gate is sti, as shown
in Formula (3):

sti = st−1
i · F t

i +Gt
i · sigmoid

∑
j

Ui,j · xtj +
∑
j

Wi,j · ht−1
j + bi

 (3)

Among them, U , W , and b represent the input weight, cycle weight, and
bias of the cell, respectively. Based on this, the output hti of the hidden layer
controlled by the output gate is shown in Formula (4):

hti = tanh(sti) · sigmoid

∑
j

Uo
i,j · xtj +

∑
j

W o
i,j · ht−1

j + boi

 (4)

The backpropagation process of LSTM neural network is roughly the
same as that of RNN, except that LSTM has additional cell units that store
memory information. Therefore, LSTM has more parameters compared to
RNN, and the calculation of gradients is also more complex. In each iteration,
adjusting the parameters of the neural network requires more time [23, 24].

3 Construction of QPSO-LSTM Model in Network Security
Situation Prediction

3.1 Model Architecture of QPSO-LSTM

Based on the above analysis of QPSO algorithm and LSTM neural network,
it can be found that the introduction of QPSO algorithm can improve the
recognition efficiency and accuracy of LSTM neural network models. In the
QPSO-LSTM algorithm model, each particle in the population has a memory
function, which can remember the optimal position (pbest ) of the individual it
has searched for, and each particle can determine the global optimal position
(gbest ) of the entire population. Particles adjust their forward speed and
position through pbest and gbest . For the update and change of particle velocity
of i in the D-th dimension, Formula (5) can be used to provide [25]:

vkid = w · vk−1
id + c1 · r1(pbest-id − xk−1

id ) + c2 · r2(gbest-id − xk−1
id ) (5)

In addition, the position update of particle i in the D-th dimension can be
described by Formula (6):

xkid = xk−1
id + vk−1

id (6)
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Therefore, this article combines the advantages of the QPSO algorithm to
improve the model in network security situation prediction. It is considered
that every particle has a quantum state, which is an important quantum idea in
the QPSO algorithm. The position where particles appear in the search space
has arbitrariness, and the probability of their occurrence at a certain position
is determined by a distributed function [26, 27]. In the implementation of
specific algorithms, the particle positions at the t + 1 iteration are derived
during the t iteration. As shown in Formula (7), combined with the update
of particle positions in the QPSO-LSTM model, the specific description of
particle positions is given:

Mbest =
1

m

m∑
i=1

pbest−i (7)

In this algorithm, pbest−iis the local optimal value of the i-th particle in
the current iteration process, which can be described by Formula (8):

pbest−i =
1

φ
[pi − (1− φ)pgest ] (8)

Among them, pgest represents the current global optimal solution of the
population; φ represents a uniformly distributed numerical value on (0,1).

In addition, for the position Xi of the i-th particle in the current iteration
and the position Xi + 1 of the i-th particle in the next iteration, Formula (9)
can be used to calculate:

Xi+1 = pi ± λ|Mbest −Xi|ln
(
1

µ

)
(9)

Among them, λ It is the only control parameter in the QPSO algorithm
model, representing the innovation coefficient; µ Represents a uniformly
distributed numerical value on (0,1).

3.2 Construction of QPSO-LSTM Model in Network Security
Situation Prediction

3.2.1 Identification and extraction of internet security situation
features

In complex environments, the Internet may face potential security risks due
to the intrusion of unsafe factors, which in turn pose a threat to the overall
security situation of the network. At this time, the characteristic distribution
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of the information flow invaded by unsafe factors on the n-th terminal of the
Internet can be described in detail. Set the distribution variables of the Internet
under the influence of external factors to be labelled as (x1, x2, . . . , xm),
where m represents the dimension. Therefore, the characteristic state distri-
bution of interference factors in security situation prediction is described in
Formula (10): 

vs =

∥∥∥∥∥Xs −
m∑
i=1

ωi(1−Xs)

∥∥∥∥∥
ωs =

m∑
i=1

vs +
m∑
j=1

Vm + ζ

(10)

Among them, vs represents the mutated behaviour of the internet after
being invaded by security hazards; Xs represents the difference value; The
i here represents the coefficient; ωi represents deviation; ζ Represents a
constant; Vm represents the intrusion status of security hazards in network
security situation prediction.

At this point, the conditional transition probability of network security
situational threats is described by Formula (11):

P = C − n
m∑
j=1

log σs −
m∑
s=1

m∑
i=1

(ωs − rt)
2/2σs (11)

Among them, P represents the conditional transition probability; C rep-
resents the threat invasion immune constant; σs represents the state vector for
collecting network security situation data; rt represents deviation.

Based on internet security threat intrusion immune control models estab-
lished in different fields, the model is used to recombine network attack
features and obtain the iterative function of network attack feature distribution
space, as shown in Formula (12):

θ1(k + 1) = θ1(k)− εE(yk + k) (12)

Among them, θ1(k) represents the initial state vector of the network after
being threatened; yk represents the coordinate axis; k represents a threat
attack in the network.

In order to achieve the recognition and extraction process of internet
security situation features, the collected security situation signal is set as
x(k) = s(k) + w(k), and this equation expression represents a quasi-
stationary random signal. Use the established model to obtain the threat index
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of network security situation, and define it using Formula (13) [28]. At the
same time, the security situation index of network security being threatened
can be further obtained, as shown in Formula (14).{

xk = f(xk−1) + vk

yk = h(xk) + ek
(13)

p(ωk) = tvk

(
u⃗k,

∑
k
)
=

Γvk
2

+ vkπ (14)

Among them, p(ωk) indicates the situation index; u⃗k represents the state
vector; Σk represents a variable; Γvk

2 + vkπ represents the Sigma function;
tvk represents the acquisition time of the state vector.

Based on the analysis process of QPSO-LSTM model for network secu-
rity situation feature recognition and extraction, it can be concluded that
using unsupervised layer by layer pre training method can obtain IoT secu-
rity situation features, and then iteratively train them. After the training is
completed, all networks are stacked together, and under supervised learn-
ing, labeled security situation data is used to fine tune network parameters,
thus completing the training of network security situation. By analysing
the training results to determine the fluctuation of the network security
situation, the final identification results are obtained, and the design of
the automatic identification algorithm for the network security situation is
achieved.

3.2.2 Security Situation Prediction Process Based on
QPSO-LSTM

The main processes involved in the QPSO-LSTM situation prediction model
process include data processing, sample set reconstruction, initialization of
QPSO parameters, model training and prediction [29]. Firstly, data process-
ing: The distribution range of network security situational values is relatively
large, which has a significant impact on the training and decision-making
speed of LSTM network models. To eliminate the impact of situational data
range, the data is normalized. Next is sample set reconstruction: convert
one-dimensional network security situation data into multidimensional data,
use sliding time windows to construct the sample set, use data from the
past 5 time periods to predict data from the next period, set the sliding
time window to 6, and slide one data backward each time. In addition, the
reconstructed samples need to be divided into a training set and a testing set,
respectively, for model training and testing [30]. Then, for initializing the
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QPSO parameters, it is necessary to initialize the quantum particle swarm
parameters, including the number of iterations, population size, innovation
coefficient, etc., and optimize the QPSO based on the number of neural units
in the first and second hidden layers of the LSTM neural network, as well as
the batch size.

In addition, the training process of the model is achieved by inputting the
training set into the neural network, and an optimizer is used in iterative learn-
ing to optimize the network parameters of LSTM. The algorithm updates the
local and global optimal positions of particles based on the size of the fitness
value. The criterion for terminating the algorithm is to find the global optimal
position of the particles or to reach the maximum number of iterations in the
calculation process, thereby obtaining the optimal LSTM model [31]. Finally,
for QPSO-LSTM model prediction, the optimal LSTM model obtained is
used to input the test set into the trained model, in order to achieve prediction
and analysis of network security situation values. As shown in Figure 4, the
QPSO-LSTM model security situation prediction flowchart is provided.
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Figure 4 Flow chart of QPSO-LSTM model security situation prediction.
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4 Model Experiment and Result Analysis

4.1 Model Evaluation Indicators

To analyse and study the predictive ability of the QPSO-LSTM model more
clearly, it is necessary to determine relevant evaluation indicators to quanti-
tatively analyse the predictive effect of the model. At the same time, while
verifying the overall effectiveness of the QPSO-LSTM model in network
security situation prediction, this article compared experimental data with
other algorithms and the QPSO-LSTM model. The mean absolute error
(MAE) of the selected evaluation indicators is shown in Formula (15):

MAE =
1

n

n∑
i=1

|yi − ŷi| (15)

The calculation of Mean Square Error (MSE) is shown in Formula (16):

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (16)

In addition, as shown in Formula (17), the calculation process of Root
Mean Square Error (RMSE) is given:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (17)

For the above three evaluation indicators, the smaller the calculation
result, the higher the consistency between the true value and the predicted
value of the model, indicating that the model has better predictive ability.

In the experiment, precision, recall, and F1-score were used to compre-
hensively evaluate the performance of the QPSO-LSTM algorithm model. In
addition, a comparative analysis was conducted on the runtime, ROC curve,
and AUC value of vulnerability identification for different algorithms. The
calculation of accuracy, recall, and F1-score is given by Formula (18):

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1-score =
2× P ×R

P +R

(18)
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In the above formula, TP represents the number of samples divided into
positive classes, FP represents the number of samples divided into positive
classes for negative classes, FN represents the number of samples divided into
negative classes for positive classes, TP+FP represents the actual number of
samples classified, and TP+ FN represents the expected number of samples.

The accuracy of QPSO-LSTM model prediction can be determined by
combining TP, TN, FP, and FN, as shown in Formula (19), which provides
the accuracy of the model:

Ac =
TP + TN

TP + FP + TN + FN
(19)

4.2 Data Normalization Processing

Due to the different ranges of values for continuous numerical features, some
values in each data may differ significantly. To prevent attributes with large
values from affecting the final classification results, it is necessary to unify
the basic measurement units of the data and normalize the matrixed data.
In this article, the Min-Max processing method is used to perform linear
transformations on the data and map the results between [0,1]. The specific
data normalization method is shown in Formula (20):

x′i =
xi − xmin

xmax − xmin
(20)

Among them, xi and x′i represent the original and normalized network
security situation values, respectively; xmin and xmax represent the minimum
and maximum values of network security situational values, respectively.

After normalizing each sample data according to its features, the maxi-
mum and minimum values are taken on each feature, and the corresponding
values are obtained using the normalization formula. Since most of the
training of classifiers involves calculating the distance between samples,
normalization processing can make the contribution of each feature to the
results the same, improving the accuracy of the classification model.

4.3 Analysis of Model Testing Results

During the model testing process, the dataset used for situation prediction is
the top 10% of the KDD99 dataset. According to the situation value calcula-
tion method, a network security situation value is generated for every 1000
pieces of data, resulting in a total of 500 situation values. The visualization
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of situational values is shown in Figure 5, where SA represents situational
values. The larger the value, the higher the risk faced by the network during
the current time period.

Based on the processing of the above data, combined with the process-
ing performance of SVR and LSTM neural network models, as shown in
Figure 6, a comparative analysis of errors between three different models,
SVR, LSTM, and QPSO-LSTM, is presented. As shown in the figure, the
QPSO-LSTM model has lower values than the SVR and LSTM models in all
three evaluation indicators. From the specific prediction model error values
in the table, it can be calculated that the QPSO-LSTM model reduces the
MSE evaluation index by 61.5% and 28.5% compared to SVR and LSTM,
decreases the RMSE evaluation index by 33.3% and 16.7%, and decreases
the MAE evaluation index by 33.3% and 23.1%, respectively. Because the
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Figure 7 Comparison of prediction performance of different algorithm models.

smaller the evaluation index value of the model, the better the prediction
effect of the model. Therefore, overall, the SVR model has the worst pre-
diction effect, the LSTM model has the moderate prediction effect, and the
QPSO-LSTM model has the best prediction effect. This further reflects the
advantages of the QPSO-LSTM prediction model constructed in this article.

Recall and accuracy of different models in network security situation
prediction are also important performance parameters of the model. As shown
in Figure 7, a comparative analysis of the recall and accuracy of different
model algorithms is presented. From the figure, among the seven different
models compared, the QPSO-LSTM model has a recall rate of 87.5%, which
is 20.8% higher than the lowest value ICA-DNN model of 66.7%. In addition,
for the accuracy of the prediction model, the QPSO-LSTM model is 92.27%.
Among the seven models compared, the difference of 92.63% compared to
the PCA-RF model is 0.36%, indicating that the performance of the two
models is basically consistent in the accuracy dimension. Therefore, through
comparison, it can be found that the algorithm constructed in this article
has relatively more obvious comprehensive advantages in indicators such as
recall rate and prediction accuracy.

F1-score is a comprehensive evaluation of accuracy and recall, reflecting
the overall performance of the classification model. As shown in Table 1, the
F1-score comparison of different models is presented. Based on the analysis
of the recall rate and F1-score of the model, it can be concluded that the
F1-score of the QPSO-LSTM model is 88.35, which is 0.5 higher than the
PCA-RNN model and has greater advantages compared to other models.
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Table 1 Comparison of F1-score of different models
Algorithm Model F1-score

QPSO-LSTM 88.35
PCA-RNN 87.85
PCA-LSTM 83.47
DT-PCA-DNN 83.47
DT-SVM 82.64
PCA-RF 81.21
ICA-DNN 75.40
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Figure 8 Identifying runtime tests.

Therefore, from the comprehensive analysis of the recall rate and F1-score,
the F1-score of the QPSO LSTM model has more significant advantages
compared to other algorithms.

In addition, the identifying runtime of PCA-RF and PCA-LSTM mod-
els was compared and analysed with the model constructed in this paper.
As shown in Figure 8, a comparison of the identifying runtime of the three
models is presented. Taking the threat count of 300 as an example, the identi-
fying runtime of the PCA-RF model is about 19 s, the automatic identifying
runtime of the PCA-LSTM algorithm security situation is about 14 s, and the
network security situation identifying runtime of the QPSO-LSTM algorithm
is about 8 s, which is reduced by 11 s and 6 s compared to the previous two
models, respectively. Therefore, the QPSO-LSTM algorithm constructed in
this article has the advantage of short automatic identification time in the
process of network security situation prediction, ensuring higher recognition
efficiency.
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Figure 9 Comparative analysis of ROC and AUC of different algorithms.

For network security situation prediction, the ROC curves and AUC
values of different models can also reflect the performance of the model, and
this indicator is also independent of whether the samples are balanced. For
the ROC curve, the abscissa represents the false positive rate FPR and the
ordinate represents the true rate TPR. A good classification model should be
as close to the upper left corner of the ROC graph as possible. A randomly
guessed model ROC should be on the diagonal, with an AUC value of 0.5.

In order to further analyse the performance characteristics of the QPSO-
LSTM model, as shown in Figure 9, the ROC curves and AUC values of the
PCA-RF, PCA-LSTM, and QPSO-LSTM models were compared. From the
figure, the ROC curve of the QPSO-LSTM model shows that it has relatively
better predictive performance; At the same time, the highest AUC value of
the model is 0.91, followed by PCA-RF with an AUC value of approximately
0.87, and the lowest is PCA-RF with an AUC value of approximately 0.82.

In summary, in the prediction of network security situation, the QPSO-
LSTM model has shown good performance advantages in the analysis and
evaluation of main relevant indicators, especially in terms of prediction
error, vulnerability identification time, and AUC value, which are higher than
other methods. Therefore, the QPSO-LSTM model constructed in this article
can provide more reliable prediction results for network security situation
prediction, while also achieving shorter prediction time, ensuring the effi-
ciency of security situation prediction, and providing important support for
comprehensive analysis of network security situation.
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5 Conclusions

The continuous progress of artificial intelligence has promoted the contin-
uous updating and improvement of network security situation prediction
technology, laying a technical foundation for the detection and analysis of
network security hazards. Based on the application of LSTM network model
in network security situation prediction, this paper constructs a QPSO-LSTM
network security situation prediction model using QPSO algorithm. Further
comparative research is conducted on the basic performance parameters
of the model, such as prediction error, identifying runtime, accuracy, and
F1-score. The application advantages of the model in the field of network
security situation prediction are summarized. The main conclusions obtained
are as follows:

(1) Combining the QPSO algorithm, the QPSO-LSTM network security
situation prediction model constructed can achieve better overall perfor-
mance compared to other models, effectively improving the problems
of more training parameters and subjectivity in selecting relevant data
in existing models, and achieving further improvement in prediction
performance. By improving the QPSO-LSTM model, the prediction
error in network security situation prediction is relatively low; Its recall
rate is 87.5%, which is 20.8% higher than the lowest value ICA-DNN
model of 66.7%, and the accuracy of the prediction model reaches
92.27%.

(2) In the comparison of running recognition time, when the number of
threats is 300, the QPSO-LSTM model recognition run time is about
8 s. For PCA-RF and PCA-LSTM models, the recognition run time
is reduced by 11 s and 6 s respectively, ensuring higher recognition
efficiency. The F1-score and AUC values of the model constructed in
this article are 88.35 and 0.91, respectively, which are significantly
improved compared to existing models and demonstrate more advanta-
geous comprehensive prediction performance. This provides support for
comprehensive prediction and analysis of network security situations.
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