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Abstract

To optimize node energy consumption and improve its security, this paper
uses the DEEC algorithm to layer WSN and reduce the probability of
channel information collision and uses the weighted probability of cluster
head election to optimize node energy expenditure, so that WSN can obtain
a longer lifecycle. Improved Particle Swarm Optimization-based Support
Vector Machine (IPSO-SVM) algorithm is used for intrusion detection and
experimental testing in WSN. The results showed that the IPSO-SVM algo-
rithm exhibited good convergence, with a convergence step size of 5 steps,
which converged earlier than the Support Vector Machine Algorithm based
on Particle Swarm Optimization (PSO-SVM), which had a convergence step
size of 10 steps. The IPSO-SVM algorithm performed best in WSN intrusion
detection, with the highest detection rate of 96.20% in Probe attack data
detection, which was 0.80% higher than the Support Vector Machine Algo-
rithm based on Genetic Algorithm (GA-SVM). The PSO-SVM algorithm
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had the lowest detection rate of 95.20%. The IPSO-SVM algorithm had a
minimum false positive rate of 1.54% in Dos attack data detection. In terms
of average training time, the IPSO-SVM algorithm had a minimum average
training time of 323.45 seconds. Compared to the Low Energy Adaptive
Clustering Hierarchy (LEACH) algorithm, the Distributed Energy Efficient
Clustering (DEEC) algorithm performs better, has less energy consumption,
and retains more nodes. The method adopted in this study can make WSN
have a longer life cycle and ensure its security.

Keywords: PSO algorithm, SVM algorithm, wireless sensor network,
intrusion detection, DEEC algorithm.

1 Introduction

The application range of wireless sensor network (WSN) has been expanding
and has been widely used in many fields [1–3]. WSN contains many ran-
domly deployed sensor nodes in a large area. In WSN, the power supply of
nodes is limited and irreplaceable. In this network, its life cycle is highly
dependent on the life of sensor nodes. Excessive energy loss will easily lead
to rapid shortening of the life cycle of WSN, resulting in premature paralysis
of the network [4]. In addition, when WSN nodes are in a bad environment,
they will face the danger of being destroyed and physically captured and will
be vulnerable to attack, which will lead to the disclosure of important infor-
mation such as network keys and cause large losses. Therefore, it is necessary
to design relevant defense strategies to balance the energy expenditures of
nodes, improve the security of their information transmission, make WSNs
have a longer life cycle, and complete network intrusion detection. In the
performance optimization of heterogeneous sensor networks, some scholars
combined the Wolf pack algorithm and proposed the relevant clustering
routing algorithm. By improving the Distributed Energy-Efficient Clustering
(DEEC) algorithm, the path-fixing problem of the algorithm was solved. In
relevant experimental tests, the application effect of the improved DEEC
algorithm is good, making the network life longer, and the related energy
expenditures have the characteristics of equalization [5]. To improve WSN
security, reduce time consumption, and extend the life cycle, some scholars
have achieved these goals through two-stage classification technology. In this
method, adaptive support vector machine (SVM) classification is applied.
In the experimental results, the superiority of this method is confirmed [6].
In this regard, the paper applies DEEC algorithm and SVM algorithm to the
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research of improving WSN security and balancing node energy consump-
tion, to effectively detect network intrusion and make WSN have a longer life
cycle.

2 Related Work

The process of WSN application brings great convenience to people’s lives
and production and promotes the development of related industries. However,
there are certain security problems in the process of application development.
Because the energy of the WSN sensor node is limited, its processing capacity
is also limited, and it is often in unmanned areas and hostile environments,
the network is vulnerable to various attacks. Therefore, it is important to
extend the service life of WSN and improve network security. To optimize
node performance and ensure data transmission security, Alghamdi et al. [7]
proposed a data fusion method to detect malicious nodes by both signature
sharing and false sharing. The results showed the feasibility of using the
method. Behera et al. [8] established a relevant model based on corona
nodes to extend the service time of WSN. Through this model, adjustments
were made to relevant nodes to reduce energy expenditure. After verification,
this method has certain feasibility. Faced with the security and energy con-
sumption optimization issues of WSNs, Banerje et al. [9] used metaheuristic
algorithms to improve the relevant paths under the influence of the ant colony
algorithm, and improved particle swarm optimization algorithms to increase
the coverage area. The effectiveness of these methods was verified in relevant
tests. Amarasimha et al. [10] used the SVM algorithm to optimize related
transmission data and reduce transmission energy to detect WSN node faults
and reduce energy consumption. They also performed correlation detection
on end nodes based on the speed at which they sent data. The experiment
showed that the algorithm was effective.

Liang J et al. [11] introduced the DEEC algorithm and proposed a corre-
sponding adaptive collaborative routing algorithm to extend the service life
of WSNs and make them more stable. From the relevant simulation analysis,
the application effect of this method was relatively good. Xu et al. [12]
improved the DEEC algorithm for energy balance optimization to better
reduce the energy consumption of nodes in WSN lifetime optimization prob-
lems and verified the effectiveness of this method in simulation experiments.
Wei et al. [13] improved the SVM algorithm through the PSO algorithm to
improve the classification performance of imbalanced datasets. After experi-
ments, the classification results were good. Li et al. [14] constructed a relevant
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quality evaluation model by the SVM algorithm and optimized the parameters
of this algorithm by using the PSO algorithm in the environmental study of
livable cities. The experimental analysis showed that the model had a fast
classification speed and good classification effect.

To sum up, the security and energy expenditures of WSNs are the focus of
many scholars’ research. In the energy expenditures research, the research on
node energy balance is relatively small, scholars are paying more attention
to global energy consumption optimization and communication efficiency,
which may lead to insufficient research on node energy balance. Once a node
runs out of energy, it will lead to a decrease in data transmission capacity or
node death and affect the connectivity and coverage of the entire network.
Therefore, to ensure the security of WSN, in the research on reducing the
energy expenditures of WSN, the paper chooses the DEEC algorithm as
one of the research methods from the perspective of node energy balance,
considering the advantages of the DEEC algorithm in node energy expendi-
ture processing. Considering the effectiveness of the PSO-SVM algorithm in
classification detection, this paper takes this algorithm as a method of WSN
intrusion detection. Because the PSO algorithm has a high probability of local
extremum, it is improved to obtain an improved particle swarm optimization
(IPSO) algorithm, thus obtaining the IPSO-SVM intrusion detection method.

3 WSN Intrusion Detection Based on DEEC Algorithm and
IPSO-SVM Algorithm

3.1 Application of DEEC Algorithm in WSN Hierarchical
Processing

The progress of wireless communication promotes the continuous devel-
opment of relevant WSN technology, which connects the physical world
with information technology and is used in many fields such as logistics
and healthcare. In the process of development, the security issues of this
technology gradually emerged. the energy of WSN sensor nodes is limited,
their processing capacity is also limited, and because they are often in no-
man’s land and hostile environment, the network is vulnerable to various
attacks. In this regard, security mechanisms are needed to protect them.
Traditional security mechanisms do not meet the needs of WSN sensor nodes
and design a security mechanism that meets the characteristics of WSNs
[15–17]. Before that, its nodes are first adjusted to improve energy utilization.
For this, the paper uses the DEEC algorithm, which is one of the distributed
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Figure 1 Energy consumption model of radio transceiver.

energy-efficient hierarchical algorithms, to equalize the energy expenditures
by making each node become a cluster head in turn. This algorithm divides
sensor nodes into different clusters and selects a node with sufficient energy
as the cluster head. This can ensure that the distribution of various clusters in
the network can be more uniform. This algorithm effectively reduces trans-
mission power consumption and extends the lifespan of the entire network by
first aggregating data within each cluster, then transmitting it to the cluster
head, and finally to the base station. Before building the hierarchical network
model, it is assumed that the number of nodes is N and they are evenly
dispersed in the square area of M ∗M , which sends data to the base station
from time to time. The base station is far away from the sensing area, and
it will receive the data directly from the aggregated cluster heads. Since the
network model to be built is two layers, the sensor nodes are also advanced
and common. The energy of the latter node is set to E0 and the energy of the
former node is a times that of E0. The percentage of advanced nodes is m,
and the relevant formula is shown in formula (1).

Et = N(1−m)E0 +Nm(1 + a)E0 = N(1 + am)E0 (1)

In formula (1), WSN total energy is set as Et, and Et is a multiple of
am for the planar network, which means that there are fewer am virtual
nodes in the planar network compared to the hierarchical network. In the
radio transceiver information energy expenditures model, the correlation is
shown in Figure 1.

In Figure 1, the distance between two nodes is set as d, and l-bit message
is sent to this node, the expression of energy consumed to send the message
is shown in formula (2).

ETX (l, d) =

{
lEelec + lεfsd

2, d < d0

lEelec + lεmpd
4, d ≥ d0

(2)

In formula (2), the energy dissipated by the receiver during l-bit informa-
tion transmission is Eelec , the free space and multipath loss energy are set as



808 Z. Lv and J. Wan

Efs and Emp respectively, and when receiving l-bit information, the energy
loss is shown in formula (3).

ERX (l) = Eelec ∗ l (3)

In formula (3), ERX represents the energy consumed to receive the
relevant information. In each round, the energy consumed by a normal node
to send l-bit information to a cluster head node is shown in formula (4).

ERX (l) = Eelec ∗ l (4)

In formula (4), ECN indicates the energy consumed for sending mes-
sages. During this period, each cluster head node also consumes energy, for
which the total energy consumed in this round Er is shown in formula (5).

Er = l(2NE elec +NEDA + kεmpd
4
toBS +Nεfsd

2
toCH ) (5)

In formula (5), when fusing data, the cluster head energy expenditure is
set as ECN , the number of cluster heads in the current network is k, and the
average distances between the cluster head node and base station and other
nodes are dtoBS and dtoCH respectively, which is calculated in formula (6).

dtoBS = 0.765
M

2
, dtoCH =

M√
2πk

(6)

In the DEEC algorithm, the number of cluster heads and corresponding
optimization proportion is selected, and the maximum number of pro-
gram rotations can be found by formula (1) and formula (5) as shown in
formula (7).

R = Et/Er (7)

In formula (7), R represents the maximum number of program turns. The
partial derivative of k is calculated in formula (8).

k′ =

√
N

2π

√
εfs
εmp

M

d2toBS

(8)

In formula (8), for each round of cluster head, the optimal number is set
as k′, while the cluster head optimization ratio as P = k′/N . The cluster
head is selected and the remaining energy of node Si in r rounds is set as
Ei(r), and the change in program operation affects the node, some nodes are
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more likely to become cluster heads, involving the relevant formula shown in
formula (9).

Pi = P
Ei(r)

Ē(r)
(9)

In formula (9), Pi denotes the probability that Si is chosen as cluster head,
and the average energy of WSN at r rounds of the program is Ē(r), whose
related calculation formula is shown in formula (10).

Ē(r) =
1

N

N∑
i=N

Ei(r) =
1

N
Et

(
1− r

R

)
(10)

If the network nodes have the same energy, then Pi = P , if Si has higher
residual energy than other nodes, it has an odds of becoming the cluster head,
Pi > P . The study uses the weighted probability of cluster head election so
that the probability of senior nodes becoming cluster head nodes is greater
than that of ordinary nodes and the number of rotations of senior nodes being
elected as cluster head nodes is smaller, thus the service life of WSN is longer.
Among them, the relevant calculation formula is shown in formula (11).

P (Si) =
PN (1 + ai)

N +
∑N

i=1 ai
(11)

In formula (11), P (Si) represents the weighted probability of cluster head
election. P in formula (9) is replaced with P (Si), and the odds of node
becoming cluster head Pi is shown in formula (12).

Pi =
PN (1 + ai)Ei(r)

(N +
∑N

i=1 ai)Ē(r)
(12)

When Pi is calculated, after judging its relationship with the probability
threshold, it is then determined whether the node is a cluster head node or
not, and the expression of the threshold is shown in formula (13).

T (n) =


Pi

1− Pi(rmod(1/Pi))
if (n ∈ G)

0 otherwise

(13)

In formula (13), T (n) denotes the probability threshold, n denotes the
node. In a certain round, the nodes that can be cluster heads are selected
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and gathered to form a set G. During the period, a random digit is selected,
which is within [0, 1]. If the selected digit is less than or equal to the
threshold, the node is normal in that round, and vice versa for a cluster head
node. Then the information of the cluster head is broadcasted to the whole
network, which contains the node’s location and identity document (ID).
The received signal strength is taken as the standard, the normal node chooses
to join the corresponding cluster and sends the join request information to
the cluster head node of that cluster, and then they establish communication.
In the DEEC algorithm, the overall flow of cluster head number, cluster head
optimization ratio selection, cluster head selection, and cluster formation is
shown in Figure 2.

3.2 Application of IPSO-SVM Algorithm in WSN Intrusion
Detection

To make WSN more secure, the study adds detection mechanisms and ana-
lyzes the intrusion detection structure, whose network model is based on
a hierarchical network structure, which consists of three main parts: Sink
nodes, cluster head nodes, and common nodes. The network structure is
shown in Figure 3.

In Figure 3, for cluster head nodes, after collecting node information and
fusing and processing that information, the Sink node receives the processed
data from this cluster head node. In this way, the transmission of data traffic is
reduced, thus reducing the energy expenditures due to data transmission. Fac-
ing the WSN intrusion problem, the study selects the SVM algorithm as the
detection algorithm, which can handle the classification problem of nonlinear,



Intrusion Detection in WSN Based on IPSO-SVM Algorithm 811

Sink 
node

Cluster 
head node

Cluster 
head node

Global 
detection

Local 
detection

Local 
detection

Common 
node

Common 
node

Common 
node

Common 
node

Local 
detection

Local 
detection

Local 
detection

Local 
detection

Figure 3 Cluster-based network structure.

high-dimensional minimum points and can classify the high-dimensional
data for WSN intrusion detection [18]. Since the parameter settings of this
algorithm affect its performance, the study optimizes the SVM algorithm
by IPSO algorithm, so that the SVM algorithm can find the appropriate
penalty factor C and kernel function width δ2, and improve the generalization
ability and classification accuracy of the algorithm. Among them, in the SVM
algorithm, the kernel function used in the study is the radial basis kernel
function, and its calculation formula is shown in formula (14).

k(xi, xj) = exp

{
−|xi − xj |2

σ2

}
(14)

In formula (14), k(xi, xj) denotes the radial basis kernel function,
σ denotes the parameter, xi denotes the i sample of the input sample, and
j denotes the serial number. The classification function is obtained as shown
in formula (15).

f(x) = sgn


M∑
i=1

M∑
j=1

αidik(xi, xj) + b

 (15)

In formula (15), f(•) denotes the classification function, αi denotes the
Lagrange multiplier, b denotes the bias value, di ∈ {+1,−1} is the corre-
sponding target output, +1 and −1 denote normal and abnormal respectively,
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and the number of input samples is set as M . Compared with the PSO
algorithm, the IPSO algorithm can avoid the PSO algorithm’s tendency to
fall into local extrema and improve the ability and accuracy of local search.
In the IPSO algorithm, the method of nonlinear reduction of inertia weights
w is used to obtain the relevant calculation formula as shown in formula (16).

w = wmax − (wmax − wmin) ∗ exp
(
−50 ∗

(
itermax − iter

itermax

)n)
(16)

In formula (16), wmax and wmin denote the maximum weight and min-
imum weight, respectively, and in the number of iterations, its maximum
value is itermax. And in the process of IPSO algorithm, the initialization
is carried out first, and the maximum velocity interval is set to avoid the
situation of exceeding the maximum interval. And the position information
is the whole search space, in which the particle velocity and position are
randomly initialized and the population size is set. The objective evaluation
is performed, which is the calculation of the fitness value, and the relevant
operations are performed on the basis of the objective function. Fitness value
is a measure of the superiority or inferiority of chromosomes, individuals,
or solutions in solving specific problems, commonly used in optimization
algorithms such as evolutionary computation. Update the individual extreme
value and global optimal value, find the fitness value of the particle’s current
and optimal position, find the global optimal position fitness value, compare
the particle’s current fitness value with the latter two fitness values, and if
there is better, update its optimal position, update its global optimal position.
The particle velocity and position are updated by formula (17).

vid (t+ 1) = wvid (t) + η1rand()(pid − zid (t))

+ η2rand()(pgd − zid (t))

zid(t+ 1) = zid(t) + vid(t+ 1)

(17)

In formula (17), t + 1 denotes the number of iterations, d denotes the
dimension, v denotes the particle velocity, η1 and η2 denote the acceleration
constants, and z denotes the particle position. In the d dimension, The best
position for i is pid, and its global best position is set as pgd. The random
number between 0 and 1 is set as rand(). The SVM algorithm is optimized
in the IPSO algorithm, as shown in Figure 4.

In Figure 4, the PSO algorithm is first initialized, given the values of vid ,
itermax, wmax, and wmin. The population is initialized according to C and
δ2 in the SVM algorithm, thus the particle positions zid , zid = [Cid , σid ].
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Comfortable for vid , the detection accuracy trained in the SVM algorithm
is calculated for the particle initial fitness value fitness(i). On this basis, the
particle pgd and its corresponding global extremum pgd−x are initialized. v, z,
and weight values are updated through formula (16) and formula (17). The fit-
ness values fitness(i) are calculated according to the SVM algorithm. Based
on the known current and previous individual and global fitness values of the
particle, the immediate fitness value of the particle is compared with the latter
two fitness values and the result is output if the previous one is worse. if not,
it is updated. If the current number of iterations reaches itermax, the result is
output and the operation is terminated. if not, the particle velocity, particle
position, and weight are updated again, as well as the calculation of the
fitness value fitness(i) is continued until the conditions for the termination
of the operation are met. Before the IPSO-SVM algorithm detects network
intrusion, it needs to be trained to get the corresponding detection mechanism.
Then, it is added to the WSN node for relevant intrusion detection.

In the experimental process, the experimental platform is MATLAB, and
100 nodes are deployed uniformly, its area size is 100 * 100 m, the Sink
node location is (50,50), and Pi is 0.1. In the DEEC algorithm simulation,
the relevant parameters are set as shown in Figure 5.

The KDDcup’99 dataset is used to select the attack data of DOS, Probe,
and R21 for relevant experiments, and the proportion of the training set
is 3/4. The collected data are selected by the RelifF algorithm for feature
selection, the features with high trust values are selected and normalized, and
the obtained data are used as training data as a way to train the IPSO-SVM
algorithm. It is evaluated through evaluation indicators. During this period,
to get the best parameters of SVM, the IPSO algorithm optimizes it and sets
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the particle population size to 30, η1 = 1.5, η2 = 1.6, and 50 iterations.
The number of cross-validation is 4, and the values of C and δ2 are taken
within [2∧− 5, 2∧5] to study the adaptation values of the IPSO-SVM method
for different n values of weights in IPSO method. In the IPSO-SVM method
performance analysis, the SVM method has two optimization methods: the
PSO method and genetic algorithm (GA), and these two methods as well
as the general SVM method are used as comparison methods of the IPSO
method. In MATLAB software, the application effect of the DEEC algorithm
is analyzed.

4 Application Analysis of Wireless Sensor Network
Intrusion Detection

When optimizing the IPSO method, the n value of the IPSO method weight
affected the convergence effect of the method, and the adaptation value of the
IPSO-SVM method under different n-values of weights in the IPSO algorithm
were studied, and the specific results are shown in Figure 6.

In Figure 6, under different n values, the fitness values of the optimiza-
tion algorithm are different, and the corresponding convergence steps are
different. When n = 2, the improved method starts to converge when the
number of iterations is 38. When n = 3, the improved method starts to
converge when the number of iterations is 3, 35 less than when n = 2.
When n = 4, the improved method starts to converge when the number of
iterations is 12. In the optimization fold at n = 2, the corresponding fitness
value is 98.94% when the iteration step is 37, which is 0.02% smaller than
that of the optimization fold at n = 3 with the same iteration step. When the



Intrusion Detection in WSN Based on IPSO-SVM Algorithm 815

98.80

98.84

98.92
Fi

tn
es

s v
al

ue
/%

98.88

98.96

Iterations/step
10 503020 400

n=2
n=3
n=4

Figure 6 Optimized graphics corresponding to different n values.

iteration step size is 11, the fitness value of the optimization fold at n = 4
is the smallest, and its fitness value is 98.88%, which is 0.09% smaller than
that of the optimization fold at n=3 with the same iteration step size. The
maximum fitness value of different optimization folds for different values of
n is the same, and the fitness value is 98.97%. According to the convergence
of different optimization folds, when n = 3, the optimization algorithm folds
converge the fastest and best meet the algorithm requirements. That is, the n
value of IPSO algorithm weights takes the value of 3. Because when n = 3,
the search path of the IPSO algorithm is closer to the local optimal solution,
which helps to quickly find the optimal solution. The fitness of the four
algorithms was studied under different iteration steps, and the relevant results
are shown in Figure 7.

In Figure 7, the fitness values of the four SVM algorithms generally show
an increase and then stabilize as the iteration step increases. According to the
distribution of the folds of the fitness values of the four SVM algorithms, the
fold located at the bottom is the fold where the SVM algorithm is located,
while the maximum fitness values of the IPSO-SVM algorithm and PSO-
SVM algorithm are the same, both of which are 98.97%, and the fold where
the fitness values of these two algorithms are located is above the other
two SVM algorithms. The convergence steps of these two algorithms are
different, however, the convergence step of the IPSO-SVM algorithm is 5, and
when the PSO-SVM algorithm converges, the number of iterations is 10. The
SVM algorithm has a convergence step of 25, which corresponds to a fitness
value of 98.65%, which is smaller than the other three SVM algorithms.
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According to the maximum fitness values and the corresponding convergence
steps of the four SVM algorithms, the IPSO-SVM method converges faster
and has higher detection accuracy than the other three SVM algorithms, i.e.,
the algorithm outperforms the other three SVM algorithms. The best penalty
factor and other related parameters obtained by three optimization methods
were studied, as shown in Figure 8.

Figure 8a shows the best kernel function width of the three optimization
algorithms, and Figure 8b shows the best penalty factor of the three optimiza-
tion algorithms. In Figure 8a, the best kernel width of different optimization
algorithms is different. Among them, the best kernel width of the GA-SVM
algorithm is the largest, and its best kernel width is 29.43, 1.84 larger than the
algorithm used in the study, and its best kernel width is 27.59. The best kernel
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width of the PSO-SVM algorithm is 29.32, which is slightly smaller than
that of the GA-SVM algorithm. Compared with the other two optimization
algorithms, the best kernel width of the algorithm used in this paper is
the smallest. In Figure 8b, the best penalty factor of the algorithm varies
according to the algorithm category. Among them, the PSO-SVM algorithm
has the largest best penalty factor, its best penalty factor is 21.93, which is
13.88 larger than the algorithm used in the study, and its best penalty factor
is 8.05. The best penalty factor of the GA-SVM algorithm is 8.12, which
is less different from the best penalty factor of the algorithm used in this
paper. Compared with the other two optimization algorithms, the best penalty
factor of the algorithm used in this paper is the smallest. Overall, compared to
other algorithms, the IPSO-SVM algorithm has a strong global search ability.
Under the influence of the IPSO algorithm, this hybrid algorithm can better
find the optimal parameters of the SVM algorithm, improving the accuracy
and robustness of the intrusion detection system. The IPSO-SVM algorithm
has stronger adaptability and can adaptively adjust the particle’s motion
speed and direction according to the actual situation, to better search for
the optimal solution. This adaptability makes the algorithm more suitable for
complex intrusion detection problems. The test samples were tested through
the three optimization algorithms, and the relevant detection effects of the
three algorithms were compared, as shown in Figure 9.

Figure 9a shows the detection rate of the three optimization methods,
Figure 9b shows the false alarm rate of the three optimization algorithms,
and Figure 9c shows the average training time of the three optimization
algorithms. In Figure 9a, the detection rates of three optimization algorithms
differ in different types of attack data. In the probe attack data detection,
the detection rate of the algorithm used in the study is the highest, 96.20%,
0.80% higher than the GA-SVM method, and the detection rate of the PSO-
SVM method is the lowest, 95.20%. In the detection of R21 attack data, the
highest detection rate of the method used in the study is 95.50%. In Figure 9b,
compared with the two types of attack data, Dos and Probe, the three algo-
rithms have the highest false alarm rate in R21 attack data. Among the false
alarm rates of the same type of attack data, the algorithm used in this paper
has the lowest false alarm rate, especially in the case of Dos attack data, the
false alarm rate of this method is 1.54%. Among the false alarm rates of probe
attack data, the false alarm rates of the algorithm used in the study, PSO-SVM
method, and GA-SVM method are 2.27%, 2.35%, and 3.94% respectively.
The false alarm rate of the IPSO-SVM method is 0.08% lower than that of the
PSO-SVM method. In Figure 9c, the average training time of the algorithm
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Figure 9 Correlation detection effect of three optimization algorithms.

used in the study, PSO-SVM method, and GA-SVM method is 323.45 s,
330.13 s, and 360.63 s respectively. The IPSO-SVM method has less average
training time, 6.68s less than the PSO-SVM algorithm, 37.18 s less than the
GA-SVM algorithm, 6.68 s less than the PSO-SVM method, and 37.18s less
than the GA-SVM method. The three subgraphs in Figure 9 further prove
the advantages of the IPSO-SVM algorithm. The node and energy changes
of the DEEC method and low power adaptive clustering hierarchy (LEACH)
method were studied at different times, and the results are shown in Figure 10.

In Figure 10a, when the time is less than or equal to 700, the nodes of the
DEEC method and LEACH method are alive and not dead. When the time
is greater than 700 cycles, under the same cycle, different from the LEACH
method, the DEEC method has more nodes alive, and when the time is less
than or equal to 1000 cycles, the nodes of the DEEC method are alive and not
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(a) Graph of dead nodes over time
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Figure 10 Dead nodes and energy expenditures of the algorithm at different times.

dead. When the time is 1145, all nodes of the LEACH method die, while
four nodes of the DEEC method die, which is significantly smaller than
the LEACH method. When the time is 2000, 70 nodes of the DEEC method
are dead, and the remaining nodes are alive. In Figure 10b, when the time
is less than 1145, the DEEC method consumes less energy. Therefore, the
DEEC method performs better.

5 Conclusion

To guarantee the security of WSN, this paper uses the IPSO-SVM algorithm
to detect WSN intrusion. To prolong the life cycle of the network and reduce
the energy expenditures of nodes, the DEEC algorithm is selected to layer the
WSN. By selecting the weighted probability of the cluster head, the advanced
nodes can become the cluster head more easily, making the network energy
load more balanced, and preventing the collision of related information under
the hierarchical processing. The IPSO method is used to improve SVM
to optimize the detection effect. After relevant tests, it was found that the
different n values of the weights in the IPSO method affected the fitness
value of the IPSO-SVM method. When n = 3, the convergence step length
of the optimization algorithm was 3, which was significantly smaller than
that of n = 2 or 4, and when n = 3, the maximum fitness value of the
optimization algorithm was 98.97%, so the n value of the weights in IPSO
method was 3. Compared with the other three algorithms, the IPSO-SVM
method had better performance. Its convergence step was 5, and the iteration
number of the PSO-SVM method was 10. Their maximum fitness values
were the same, both of which were 98.97%. Among the three optimization
algorithms, the IPSO-SVM method performed best. In the probe attack data
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detection, the IPSO-SVM method had the highest detection rate of 96.20%.
The IPSO-SVM method had the lowest average training time, 6.68 s less
than the PSO-SVM method. Compared with the LEACH method, the DEEC
method had better performance. When the time was 1145, all nodes of the
LEACH method died, while four nodes of the DEEC method died. In the first
1145 cycles, the DEEC method consumed less energy. In the future, the study
can optimize the process of finding and processing attack nodes, to find attack
nodes faster.
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