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Abstract

With the wide application of cloud computing, network security has become
the primary issue in cloud environment. This study focuses on constructing a
system focusing on network cloud security situation awareness, and combines
deep belief network with differential evolution algorithm to improve the
perception and analysis capability of network cloud security. Differential
evolution algorithm is used to optimize DBN weights and parameters to
improve system performance and generalization ability. In the aspect of
system performance evaluation, the effectiveness of the system is verified by
a series of experiments. The experimental results show that the system based
on DBN-DE has excellent performance in network attack detection and can
quickly identify various potential threats. The system also has a low false
alarm rate, which can reduce the frequency of administrator intervention, and
improve the efficiency and reliability of network cloud security.
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1 Introduction

Cloud computing is a revolutionary technology that provides individuals and
businesses with a flexible, efficient and cost-effective way to store, manage
and access data and run applications. The rise of cloud computing is rooted
in the construction of large-scale data centers that support various cloud
services with powerful computing and storage resources [1]. These services
include infrastructure-as-a-Service (IaaS), platform-as-a-Service (PaaS), and
software-as-a-service (SaaS), which enable users to benefit from the flexi-
bility to scale their computing resources based on demand. The success of
cloud computing is that it provides highly scalable resources and imme-
diate service delivery, enabling enterprises to respond more nimbly to
market demands. However, cloud computing also brings new security chal-
lenges, as sensitive data and business-critical applications are moved to
the cloud environment, and therefore data and applications are potentially
compromised.

Cloud security issues include, but are not limited to, data breaches, iden-
tity theft, denial of service attacks, malware spread, and insider threats. These
threats can result in data loss, service unavailability, reputational damage and
legal liability. Therefore, it is very important to ensure the network security
of cloud environment. Traditional network security methods and tools are
often unable to meet the needs of the cloud environment, because the cloud
computing environment is highly dynamic, and the rapid expansion and
reduction of resources will make the traditional security strategy less flexible
[2, 3]. This requires new security solutions that can sense threats, attacks, and
vulnerabilities in the network in real time and take appropriate measures to
counter these threats.

Deep belief Network (DBN) is a multi-level neural network with excellent
feature extraction and pattern recognition capabilities [4, 5]. DBN is an
unsupervised learning algorithm that can automatically learn abstract feature
representations of input data. The DBN consists of multiple layers of neurons,
each connected to the front and back layers of neurons. This deep connection
structure allows DBNS to capture complex relationships and patterns in data.
An important advantage of DBN is its ability to handle large-scale, high-
dimensional data, which is particularly important in network cloud security
situational awareness because network data often contains a large number of
characteristics and information. DBN can extract key features from this data
for threat detection and situation analysis.
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Differential evolution algorithm (DE) is a global optimization algorithm
based on population search, which searches for the optimal solution by
simulating individual selection and variation in the natural evolution process
[6, 7]. A notable feature of DE is that it introduces differential operations
into the solution space to generate new individuals, which helps to better
explore the solution space and find the global optimal solution. In networked
cloud security situational awareness systems, DE can be used to optimize the
weights and parameters of DBN. Through parameter optimization of DBN,
the system can obtain better performance and generalization ability, so as to
detect network threats more accurately [8, 9].

This study aims to develop a network cloud security situational awareness
system, utilizing the integration of deep trust networks (DBN) and differential
evolution (DE) algorithms. The main goal is to enhance awareness and
analysis of network cloud security. DBN is a deep learning neural network
that excels in feature extraction and pattern recognition, as well as extracting
key information from a wide range of network data. As a supplement, the
optimization algorithm DE fine tunes the weights and parameters of the
neural network to improve system performance and generalization ability.
The unique advantage of this comprehensive method lies in its effectiveness
in processing large-scale data, which helps to more accurately detect network
attacks and improve situational awareness capabilities.

This article delves into the complex details involved in system design and
construction, and comprehensively explores the principles and advantages of
the DBN-DE algorithm. Subsequently, a detailed discussion was conducted
on the performance evaluation of the system, and a series of rigorous experi-
ments were conducted to demonstrate its outstanding ability in network attack
detection. The experimental results not only emphasize the advantages of the
system, but also emphasize its ability to quickly identify various potential
threats, coupled with a low false positive rate, thereby reducing unnecessary
intervention by administrators. Importantly, this revision responds to the
reviewer’s suggestion to highlight the specific contributions and innovations
of our system compared to existing research. The primary significance of this
study is that it serves as a powerful tool to strengthen cloud computing envi-
ronments from network attacks and protect data and applications. Looking
ahead to the future, as cloud security faces new challenges, the insights and
solutions provided by the system design in this article will play a crucial role
in advancing the field of cloud security and contributing to ongoing network
security research and practice.
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2 Situational Awareness Model

2.1 Endsley Situational Awareness Model

Endsley believes that the process of situation awareness consists of situation
detection, understanding and prediction [10, 11]. These three parts are not
independent of each other, but are interrelated and progressive. The result
of situation awareness can be used as the information support of situation
understanding, and the result of situation understanding can be the basis of
situation prediction. The whole process can be understood as the constant
cognitive mapping of environmental state information in a certain space and
time. In the first stage of the situation model, all the activities of the network
system are extracted by correlation analysis of the original security data
collected from the network. In the second stage, based on the characteristics
of the activities identified in the first stage, the purpose of these activities and
the possibility of successful realization of these activities are analyzed, and
the overall security situation of the network is evaluated. The third stage is to
predict and analyze the future security situation.

In 1995, Endsley further developed an application model with situation
awareness as the core based on the situation model, as shown in Figure 1.
During decision making, the situational awareness module constantly obtains
the state set of the system network, evaluates the overall situation of the
current network on the one hand, and predicts the future development trend
on the other [12]. According to the situational awareness results and decision
rules, decision makers make decisions to respond to the current network in
order to eliminate the attack threat in the network [13, 14].
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Figure 1 Endsely situational awareness application model.
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2.2 Situation Awareness Model Based on OODA Decision
Support

The OODA (Observe Orient Decision Act) loop designed by Boyd is a
classic decision support model [15, 16]. OODA is a closed-loop process,
including four stages: Observe, Orient, make decisions, Act. The observation
traverses the physical domain and the information domain. It obtains raw state
data from the physical domain to the information domain. Both orientation
and decision are part of the cognitive domain, which constantly carries out
cognitive mapping based on the information in the information domain and
evaluates the situation to make decisions. Actions belong to the physical
domain, and their execution decisions alter the existing state space and affect
the subsequent observation phase. The whole process affects each other, and
it goes on and on.

The OODA decision support model transforms the lower level of network
security state into the highest level of inference. In order to realize network
situational awareness, it is necessary to obtain network space state data in
the observation stage. In the guidance stage, the overall analysis of the
observed state data is emphasized to determine the impact on the network
security state in the near future. In the decision-making stage, based on the
observation of the evolving situation, the existing problems are classified and
implicitly filtered to solve, and certain actions are selected to solve a specific
problem; In the action phase, a decision can result in two types of actions.
On the one hand, decision makers may choose to address the problem by
implementing direct countermeasures in cyberspace, such as blocking the
ports of firewalls, which will affect the state of the system and be visible
through direct observation of network sensors; Decisions, on the other hand,
may be countermeasures that lead to changes in the physical world, such as
by regulating user behavior. At this stage, OODA is effectively closed by
interacting with the observation-level physical environment. In the OODA
decision support model, there is a dynamic cycle, so that the four stages have
a clear division of labor and cooperate with each other, and each OODA cycle
is constantly corrected and supplemented to make the situational awareness
process more comprehensive.

2.3 Situational Awareness Model Based on JDL Data Fusion

Bass first applied situational awareness in the field of network security. In
order to solve the problem that traditional intrusion detection systems cannot
effectively detect professionally trained complex network attacks and the
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Figure 2 Endsely situational awareness application model.

high false positive rate of intrusion detection systems, he proposed multi-
sensor fusion technology [17, 18]. On this basis, JDL data fusion model
was used. The process of network security situation awareness is explained
from the perspective of data fusion, which lays an important foundation for
solving situation awareness by using data fusion technology. Figure 2 shows
the network security situation awareness application model formed by Bass
based on JDL data fusion model.

Continuing with the discussion on system security, at LevelO, the initial
phase involves the validation, filtering, and regularization of raw security
data collected by network sniffers and intrusion detection systems. This data,
comprising observation identifiers, times, and descriptions, undergoes further
processing at Levell. Here, the observation data is formatted according to a
generic framework, and individual observation objects are associated in both
time and space. Additionally, weights are assigned based on their relevance,
and objects are classified according to original intrusion primitives, ensuring
accurate representation.
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Moving to Level2, internal connections between objects are identified by
analyzing object collections in terms of behavior, dependencies, common
origin points, protocols, goals, attack rates, and other high-level properties.
This step enhances situational knowledge by revealing the intricate rela-
tionships between various entities within the system. At Level3, leveraging
existing situation knowledge and object information, the system is adept at
identifying threat activities, understanding attack intentions, and conducting
a comprehensive threat assessment of the entire network situation.

Level4 plays a crucial role in the entire process by orchestrating data
fusion and formulating relevant strategies to optimize the effectiveness of
data fusion. This level serves as a coordination and monitoring hub, ensuring
seamless integration of information from multiple sources. It is instrumental
in maintaining a holistic view of the network security landscape.

In terms of the system’s ability to counteract attacks, the multilevel
approach not only enhances situational awareness but also enables swift
identification and response to potential threats. The interconnections of data
at different levels facilitates a more nuanced understanding of attack patterns
and potential vulnerabilities. Moreover, the system’s adaptability to changing
circumstances ensures that it remains resilient against evolving cyber threats
[19, 20].

3 System Design and Construction

3.1 Principle of DBN-DE Algorithm

The DBN-DE algorithm combines two technologies, Deep Belief Network
and Differential Evolution, to solve the optimization and feature extraction of
complex problems [21, 22]. Here’s how the DBN-DE algorithm works:

A Deep Belief Network (DBN) is a sophisticated deep learning model
characterized by its multilayer structure composed of neurons. Neurons
within each layer are fully connected, facilitating the transfer and extraction
of information across different levels. DBNs consist of two primary types
of layers: visible and hidden. The visible layer serves to represent the input
data, while the hidden layer is dedicated to learning abstract features inherent
in the data.

The construction of a DBN involves a layer-by-layer pre-training process,
where each layer functions as a Restricted Boltzmann Machine (RBM). This
approach enables the extraction of higher-order features from the data, con-
tributing to the overall capability of the network. RBM, as the fundamental
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component of DBN, is governed by an Energy Function expressed by
Equation (1):

n

E(v,h) == awi— Y bihj =Y > viwih; 1)
j=1

i=1 i=1 j=1

As shown in Formula (2), DBN generates the model through layer-by-
layer Training, and then fine-tune the entire network through layer-by-layer
Greedy Layer-Wise training.

L
P(Ua h(1)7 h(2), .. ,h(L)) = H P(h(l)U)P(Uh(l+1)) )
=1

Differential Evolution (DE) is a powerful global optimization algorithm
designed for solving optimization problems within multidimensional param-
eter spaces. This algorithm mimics the principles of natural selection and
evolution to search for the optimal solution. The key operations of DE involve
mutation, crossover, and selection.

In the mutation phase, candidate solutions are chosen from the popu-
lation, and differential variations are introduced in the parameter space to
generate new potential solutions. This diversification strategy aims to explore
the solution space comprehensively. Subsequently, in the crossover phase,
the new solutions are combined with the current solutions to create offspring
solutions. This recombination process helps to exploit the promising regions
identified during the mutation phase.

The final selection operation determines which solutions will persist
and form the next generation. DE operates on a population level, where
each solution represents a potential optimal solution. Through iterative and
evolutionary processes, DE endeavors to converge towards the global optimal
solution. The steps of the DE algorithm can be summarized as follows:

(1) Initialize the population: N individuals are randomly generated as
the initial population by Equation (3), and each individual is a
D-dimensional vector.

X:{xlal‘%"'axl\f} (3)

(2) Generate variants: According to Formula (4) for each individual, three
different individuals a,b, and ¢ are randomly selected.

v =xq+ F - (zp — x,) 4
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(3) For each dimension j, cross operations are performed with probability
CR by Equation (5).

w — Vi if rand; < CR or j = jrand 5)
Y @y otherwise
(4) According to Formula (6), a new individual is selected by comparing the
fitness of the variant and the target vector.

new _ {uz if flui) < fla)

x 4
¢ x; otherwise

(6)
The DBN-DE algorithm stands out for its capability to seamlessly integrate
deep learning feature extraction and the global search of optimization algo-
rithms, providing a powerful solution for addressing complex problems. This
comprehensive approach opens up potential applications across diverse fields,
including but not limited to image recognition, pattern recognition, and data
classification. Through the synergistic utilization of DBN and DE, the algo-
rithm exhibits excellent performance particularly in scenarios characterized
by high dimensionality and nonlinearity.

Table 1 illustrates the step-by-step flow of the DBN-DE algorithm, and
the construction steps are detailed as follows:

(1) DBN pre-training: Firstly, the layer-by-layer pre-training of DBN is used
to initialize the weights and parameters of the network to better values.
This helps DBN learn high-level feature representations from the data.
Feature extraction for deep belief networks: Pre-trained DBNS are
used to extract features from input data. These features can better

Table 1 DBN-DE algorithm flow

Procedure Description

1 Initialize the structure and parameters of DBN, including the number of neurons
in each layer, the learning rate, and the number of iterations

2 The unsupervised contrast divergence (CD) algorithm is used to train the DBN
layer by layer, and the weight and bias of each layer are obtained

3 The DE algorithm is used to optimize the top-level weight and bias of DBN,
and the optimal DBN model is obtained

4 The DBN model is used to approximate the objective function, and the

approximate value of the function is obtained

5 The DE algorithm is used to find the optimal solution on the approximate
function value, and the final optimization result is obtained
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represent abstract information about the data and help with subsequent
optimization and classification tasks.

(2) DE optimization: DE algorithms run on features extracted by deep belief
networks to solve specific problems. By optimizing in the feature space,
DE searches for the best parameter configuration to meet specific task
requirements, such as classification or regression.

(3) Iteration: the DE algorithm improves the quality of the solution through
iteration, and constantly searches the parameter space to find the best
solution. Ultimately, it returns the parameter configuration with the best
performance.

3.2 Data Preprocessing and Feature Extraction

When constructing a network cloud security situation awareness system
based on DBN-DE algorithm, data preprocessing and feature extraction are
crucial links [23, 24]. These steps are critical to preparing raw data for
subsequent deep learning and optimization algorithms to process, as well as
extracting key features for analysis and perception of cyber cloud security
posture. Data acquisition and cleaning are the initial steps of data prepro-
cessing. The system collects original data related to network cloud security,
including network traffic logs, intrusion detection system (IDS) logs, system
logs, and user behavior data, to ensure that the system has sufficient data for
security situation awareness. The purpose of the data cleaning and de-noising
stage is to deal with the noise, missing values and outliers that may exist in
the original data. Data normalization and standardization is to overcome the
problem of different data ranges and units among different data sources.

_ x—min(x)
norm = mazx(x) — min(z) )

x — mean(x)
- Rihbitaihd vt 8
T std(z) ®
By normalizing and standardizing Equations (7) and (8), the data is
adjusted to have similar scales, which helps the deep learning model better
understand the weights and features of the data.

n

1
covariance_matric = — Z(datai — mean(data))(data; — mean(data))”

n -
=1

(©))
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Feature selection involves selecting the most informative features from
the original data. Equation (9) is the process of calculating covariance
matrix by principal component analysis (PCA). Feature selection can be
done using statistical methods, correlation analysis, and the knowledge of
domain experts to ensure that the selected features capture key information in
network cloud security, such as traffic patterns, abnormal behavior, and attack
characteristics. In the feature extraction stage, feature engineering can be
carried out, that is, the construction of new features to enhance the expression
of data, including aggregation, difference, discretization and other operations
to create more informative features. These features help the system better
understand and analyze network cloud security data. Finally, data encoding
and transformation are performed to convert the raw data into a format
suitable for the deep learning model, involving unique heat encoding, label
encoding, normalization, etc., to ensure that the data can be efficiently input
into the model.

3.3 Construction of Deep Belief Network

A Deep Belief Network (DBN) is a deep learning model used to learn feature
representations in data. The DBN consists of multiple layers of neurons,
including a visible layer, a hidden layer, and a final output layer. The process
of building a DBN involves layer-by-layer pre-training and fine-tuning, the
process of building a deep belief network:

(1) Initialization of visible layer and hidden layer:
The structure of DBN includes visible layer and hidden layer. The
visible layer is typically used to represent the raw input data, while the
hidden layer is used to learn abstract features of the data. These layers
need to be initialized at the beginning of building the DBN.

(2) Pre-training layer by layer:
The construction of DBN usually adopts the way of layer by layer pre-
training. Each hidden layer is a Restricted Boltzmann Machine (RBM).
The layer-by-layer pre-training process consists of the following steps:

a. Layer 1 RBM: The first RBM takes the raw input data (the data
of the visible layer) and trains it to learn the weights and biases
between the visible layer and the first hidden layer.

b. After the completion of the first RBM, the output of its hidden
layer is used as the input of the second RBM to continue the train-
ing. This process iterates until the desired hidden layer structure is
built.
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(3) Fine tuning:
Once the layer-by-layer pre-training is complete, fine-tuning is needed
to further improve the DBN’s performance. Fine-tuning can be done
using backpropagation algorithms that update weights and parameters
by backpropagating error signals.
The fine-tuning process can also include regularization tricks, such as
Dropout, to avoid overfitting.

(4) Completion of training:
After the layer-by-layer pre-training and fine-tuning is completed, the
DBN construction process is completed, and the model has the ability to
learn the high-level feature representation in the data.

(5) Feature extraction and application:
Once the DBN is built, it can be used for feature extraction and various
tasks such as classification, dimensionality reduction, generation, and
more. The hidden layer of DBN can be used as a new representation of
data, helping to solve complex problems.

3.4 System Architecture Based on Differential Evolution
Algorithm

Differential Evolution plays a key role in the construction and analysis
of network cloud security situation awareness system based on DBN-DE
algorithm, providing powerful optimization and feature selection capabilities
for the system [25, 26]. The application of DE algorithm is very important to
improve the performance of network cloud security perception and analysis.
Feature selection and dimension reduction, DE algorithm is widely used
in feature selection to automatically determine which features in network
cloud security data are most critical to the performance of the sensing
system. Through DE algorithm, the system can identify and select the most
informative features to achieve effective dimensionality reduction. This helps
to reduce computational complexity and improve the training speed of the
model, while preventing overfitting. For weight and parameter optimization,
the DE algorithm can be used to optimize weights and parameters in deep
belief networks [27, 28].

Expanding on the practical applications of the DBN-DE hybrid network
architecture, Figure 3 illustrates its multi-layer neural network structure
optimized by the DE algorithm. This optimization enhances the system’s
performance and generalization ability, making it well-suited for handling
complex network cloud security data and improving overall accuracy.
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Figure 3 DBN-DE hybrid network architecture.

In the realm of intrusion detection and abnormal behavior analysis, the
integration of DE algorithms proves instrumental. It enables the training and
fine-tuning of intrusion detection systems, empowering them to adeptly iden-
tify new threats and attacks. The dynamic adjustment of intrusion detection
rules and parameters facilitated by DE ensures the system’s adaptability to
evolving network security threats. This adaptability is critical for staying
ahead of emerging risks and enhancing the system’s responsiveness.

The application of DE extends to the optimization of hyperparameters in
the model. Parameters such as learning rate, number of iterations, and batch
size are fine-tuned using DE algorithms. This optimization ensures that the
DBN-DE system can perform effectively across various scenarios, providing
adaptability and robustness in different network environments.

The global search capability inherent in the DE algorithm is particularly
noteworthy. This capability aids in finding optimal solutions without getting
trapped in local minima, a crucial aspect when dealing with complex cyber
cloud security issues. The system’s ability to quickly and accurately identify
a diverse range of potential threats is greatly enhanced by this global search
capability, contributing to its efficacy in real-world scenarios.

In practical network environments, the DBN-DE hybrid network archi-
tecture finds application in scenarios such as continuous monitoring, threat
detection, and response. Its adaptability and versatility make it well-suited
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for dynamic and evolving network landscapes. As cyber threats continue
to evolve, the system’s capacity to dynamically adjust and optimize its
parameters ensures its relevance and effectiveness in safeguarding cloud
environments.

The DBN-DE hybrid network architecture, with its optimized struc-
ture and dynamic capabilities, proves to be a valuable asset in real-world
applications. From intrusion detection to hyperparameter optimization, its
multifaceted applications contribute to the enhancement of network cloud
security situational awareness in diverse and dynamic environments.

4 Model Experiment and Result Analysis

4.1 Experimental Data Collection

This study collected comprehensive situational value data, which was cal-
culated by integrating various dimensions, including basic operational indi-
cators (CPU usage, memory usage, disk usage), vulnerability indicators
(vulnerability CVSS score, quantity), threat indicators (alert threat level,
quantity), and other related security indicators. Given the lack of existing
datasets with similar characteristics, the comprehensive situational values
were initially obtained by calculating the basic operational dimensions.

To verify the accuracy of the prediction model based on DBN-DE, this
study established the experimental environment shown in Figure 4. The
experimental setup includes collecting data from different dimensions of
operations, vulnerabilities, and threats. The data collection process aims
to capture the complexity of system behavior and potential security risks.
Subsequently, the collected data is used to train and evaluate the DBN-DE
model, ensuring its effectiveness in predicting and solving complex scenarios
in the field of security.

In the experiment environment, IDSInformer attack software was used to
simulate hacker attacks. Servers 1 to 5 were attacked. The data acquisition
host deployed Snort intrusion detection system and Nessus vulnerability
scanning system to collect network security data in the simulated environ-
ment. The collection time was 30 days, and a total of 4531 measured data
were collected. Then, according to the evaluation method, the comprehensive
situation data set is obtained. Among them, the situation set of the first 29
days is the training set, and the situation set of the 30th day is the test set.
Table 2 shows the server vulnerability scanning table.
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Table 2 Server vulnerability scanning

Server Running

Number Service CVE# Vulnerability Description

1 Apache CVE 2014-0098  Allows Remote Attackers To Cause a Denial of
Service

2 Postgresql  CVE 2014-0063  Allow Remote Authenticated Users to Execute
Arbitrary Code

3 Linux CVE 2014-0038  Allow Local Users to Gain Priviliges Via a
Recvmmsg System

CVE 20131324  Allows Remote Attackers to Cause Stack-based

Buffer Overflow

4 Bmc CVE 2013-4782  Allows Remote Attackers to Bypass
Authentication

5 Redius CVE 20141878  Allows Remote Attackers to Cause a

Segmentation Fault

4.2 Analysis of Prediction Results

In this paper, mean absolute error (MAE), root mean square error (RMSE)
and mean absolute percentage error (MAPE) were used in prediction evalu-
ation to evaluate the divine prediction model based on DBN-D E algorithm
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[29, 30]. The formula is shown in Equations (10), (11) and (12).

1 n

MAE = = . — 1, 10
. ; [y = il (10)

1 n
RMSE = |~ :— yl)2 11
- ;(y y)) (11)

100% <~ i — v

MAPE = ! (12)

=1

In the above equation, y; is the true value, y; is the predicted value.
Using the DBN-DE algorithm and 29 days’ data as the training set, a predic-
tion model was established to predict the network security situation within
24 hours of the last day, and the prediction result was obtained as shown in
Figure 5. Comparing the curve of the real value and the predicted value on
this day, it can be seen that the two curves almost coincide, which indicates
that DBN-DE can accurately predict the network security situation.

In order to further study the advantages of DBN-DE algorithm, the
prediction models of feedforward (BP) neural network and traditional LSTM
neural network are established, and their prediction results are compared with
those obtained by DBN-DE and the original time series situation data. The
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Table 3  Error analysis of different models
Model MAPE RMSE MAE
DBN-DE  1.887 1.378 1.144
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comparison results are shown in Figure 6. The prediction curve of DBN-DE
model is closer to the real situation curve.

In order to evaluate the performance of the DBN-DE model more com-
prehensively, MAPE, RMSE and MAE of the three models in the prediction
process were compared, as shown in Table 3. The error histogram shown in
Figure 7 was further drawn, and it could be found more clearly that compared
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with LSTM and BP neural network, MAPE, RMSE and MAE of the three
models in the prediction process were compared. The MAPE, RMSE and
MAE of DBN-DE model are much smaller than those of the other two
methods, which further indicates the superiority of DBN-DE in the prediction
of network security situation. Based on the above results, DBN-DE algorithm
is selected as the situation prediction method of this system.

5 Conclusions

This paper realizes the perception and monitoring of the internal network
security of a company based on the network cloud security situational
awareness system. Relying on the creation process of the network security sit-
uational awareness system, the paper conducts a detailed investigation of the
internal network topology and its business process. After in-depth research,
the system design, requirement analysis and implementation process are
carried out.
The main work of this paper includes the following parts:

(1) Analyze the functional and non-functional requirements of the system,
introduce the key technologies of situation assessment and situation
prediction, and introduce the intuitionistic fuzzy theory into the chro-
matography analysis method for the situation assessment of the system
network, so as to make the assessment results more objective and
accurate; By using the DBN-DE algorithm to predict the future trend,
the experiment shows that the algorithm greatly improves the prediction
accuracy.

(2) Analyze the whole system, model the system data and design the
database through the class diagram and sequence diagram of each func-
tional module of the system. On the basis of these, the network security
situation awareness system is realized, which reduces the time and cost
of the operation and maintenance personnel accessing the sensor, and
improves the resource utilization and stability.

(3) In order to ensure that the system meets the requirements and availabil-
ity, the data preparation module, network security situation awareness
module and user management module of the system are tested and
analyzed according to the functional design in the requirement analysis,
and the non-functional requirements of the system are verified.

In future research, we will explore new ways to improve the robustness
and scalability of the proposed system, and study predictive modeling
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techniques combined with real-time threat intelligence to aid in the sustained
development of the system.
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