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Abstract

PhotoDNA is a widely utilized hash designed to counteract Child Sexual
Abuse Material (CSAM). However, there has been a scarcity of detailed
information regarding its performance. In this paper, we present a compre-
hensive analysis of its robustness and susceptibility to false positives, along
with fundamental insights into its structure. Our findings reveal its resilience
to common image processing techniques like lossy compression. Conversely,
its robustness is limited when confronted with cropping. Additionally, we
propose recommendations for enhancing the algorithm or optimizing its
application. This work is an extension on our paper [21].
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1 Motivation

Robust hashing plays a crucial role in the ongoing effort to combat Child
Sexual Abuse Material (CSAM) by facilitating the identification and removal
of such content from online platforms. CSAM encompasses various forms
of visual or digital media, including images, videos, or computer-generated
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content, depicting the sexual abuse or exploitation of children. It consti-
tutes highly illegal and morally reprehensible material, contributing to the
victimization and harm of minors.

The process of robust hashing involves creating a distinct digital finger-
print, or hash, for an image or video. This hash serves as a unique identifier,
enabling the comparison of content with known instances of CSAM. In
practice, robust hashing aids in the detection and removal of CSAM from
online platforms by identifying already-recognized images or videos and
preventing their further sharing or distribution.

By employing robust hashing, online platforms gain the ability to proac-
tively detect and eliminate CSAM without solely relying on user reports. This
proactive approach contributes significantly to curbing the spread of such
harmful content and safeguarding children from potential harm.

Furthermore, robust hashing proves instrumental in assisting law enforce-
ment efforts to identify and locate individuals involved in the production
or dissemination of CSAM. The unique hash associated with the content
allows law enforcement to trace the distribution of CSAM across platforms,
potentially leading to the identification of those responsible for creating and
sharing such illicit material.

1.1 Importance of Error Rates

Understanding the false positive and false negative rates of robust hashing
is crucial due to their significant impact on the effectiveness and efficiency
of detecting Child Sexual Abuse Material (CSAM) and other illicit content
online.

False positive rates indicate the percentage of non-CSAM images or
videos incorrectly identified as CSAM by the hashing algorithm. Conversely,
false negative rates represent the percentage of CSAM content mistakenly
classified as non-CSAM. A high false positive rate may lead to innocent
users being wrongly accused of sharing CSAM, resulting in serious legal
and reputational consequences. Moreover, elevated false positive rates may
result in the excessive removal of non-CSAM content, potentially chilling
free speech.

Conversely, a high false negative rate means that CSAM content may go
undetected and continue to circulate online. This not only perpetuates the
distribution of harmful material but also hampers law enforcement’s ability
to identify and prosecute those responsible for creating and disseminating
CSAM.
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Therefore, it is crucial to strike a balance between minimizing false
positives and false negatives to effectively detect and remove CSAM while
mitigating the impact on innocent users and free speech. By comprehending
and monitoring the false positive and false negative rates of robust hash-
ing algorithms, online platforms can continuously enhance their detection
and removal processes, better safeguarding children and upholding their
community standards.

1.2 PhotoDNA

PhotoDNA is one of the most widely used robust hashing algorithms for
detecting CSAM (child sexual abuse material) and other illegal online con-
tent. It was developed by Microsoft and is now widely used by many online
platforms and law enforcement agencies [12]. It is integrated in forensic tools
like Griffeye! making it an readlily available tool for forensic practitioners.

PhotoDNA works by creating a robust hash (sometimes referred to in the
media as a “digital signature”) of an image that can be compared to other
hashes to identify matches of known CSAM images. The algorithm is said to
be resistant to common image manipulations such as cropping, resizing, or
color adjustments.

Several studies have been conducted to evaluate the performance of
PhotoDNA (e.g. [19]). Most of these studies have been conducted by end
users and have not been published. In general, PhotoDNA has been described
as highly effective in detecting known CSAM content, with low false positive
and false negative rates. For example, a study conducted by the National
Center for Missing and Exploited Children (NCMEC) claims that PhotoDNA
had a false positive rate of less than 1 in 1 trillion and a false negative rate of
less than 2%. In the absence of more detailed information, this needs to be
considered carefully, and may be a mixture of evaluation and mathematical
assumptions due to the very (perhaps unrealistically) low false positive rate.

However, it is important to note that no algorithm is perfect, and there are
still limitations to the effectiveness of PhotoDNA and other robust hashing
algorithms. For example, these Robust hashes cannot detect new or novel
CSAM content that has not yet been identified and added to the database of
known hashes. In general, they can also be circumvented by manipulations
such as cropping and rotating, as well as obfuscation or addition of objects.

Uhttps://www.griffeye.com/wp-content/uploads/2015/08/Griffeye-ProductSheet- Analyze
DI-3-8-15.pdf
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There are concepts to counteract these shortcomings, but they make the
hashing algorithms more complex [23]. Despite these limitations, PhotoDNA
and other robust hashing algorithms remain an important tool in the fight
against CSAM and other illegal content on the Internet.

The purpose of this paper is to evaluate the performance of PhotoDNA
under normal usage conditions. Therefore, security attacks on the algorithm
are not considered. We assume that it will most often be used to monitor large
amounts of data, either stored on a hard drive or transmitted via messengers or
social networks. Here, the main challenge is to avoid high false positive rates.
This can be achieved by comparing the robustness against standard operations
that the hash needs to be robust against with the likelihood of collisions with
the hash of another image. Ideally, a threshold is found that helps distinguish
between copies of a work (here: an image) from different works. The actual
threshold will not be the subject of this work, as it is a decision to be made
by the end users. High thresholds will lead to low false positive rates, but
may skip some copies after image operations, low thresholds will lead to the
opposite behavior.

1.3 Structure

After motivating and introducing PhotoDNA and the importance of error
rates, we briefly review common robust hashing challenges and the state of
the art. This is more for completeness of the paper and is much better covered
in survey papers. We then summarize what we know about the PhotoDNA
algorithm. We then analyze the behavior of the hash based on a 160,000
image test set. We then evaluate the performance on two test sets, the small
Galaxy test set and a selection of the huge CoCo set. We then discuss our
findings and conclude the paper with a summary and some future work.

2 Challenges

There are several typical challenges to robust hashing that must be addressed
in order to effectively combat CSAM and other illegal online content: If
an image or video is altered in any way, such as by resizing, cropping, or
adding noise, the resulting hash may be different from the original, making it
more difficult to identify as CSAM. This is basically the robustness in “robust
hashing”. Encryption can be used to hide CSAM content, making it difficult
or impossible to detect by hashing algorithms. This is being addressed in the
EU discussion on chat control. As new CSAM content is created and shared,
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it is not yet known to the hashing algorithms. Al-based classification must be
used here [13].

The scale of the problem can be overwhelming, with billions of images
and videos being shared online every day. It can be challenging to process this
volume of data in real time using robust hashing algorithms. This requires
efficient algorithms for generation and matching. It also means that low
error rates, especially low false positives, are critical. Otherwise, manual
verification of illegal content would become overwhelming for involved
parties.

To address these challenges, continual development and enhancement
of detection and removal processes are imperative. This involves a combi-
nation of robust hashing algorithms, machine learning, and human review.
Collaborative efforts and information sharing among online platforms, law
enforcement agencies, and other stakeholders are also essential to improve
the overall effectiveness of these endeavors.

While this paper partially addresses these challenges, it is crucial to
acknowledge them, particularly in the context of the ongoing discussion
about chat control® [1, 36]. The limited scope of alterations in the tests
conducted here, treating them more as different versions of a given photo,
underscores the need for further exploration. Additionally, the paper does not
address handling of false positive analysis, encryption, and the classification
of unknown content.

3 State of the Art

Hash-based algorithms are used in various application areas, such as image
search, duplicate or near-duplicate detection, or image authentication [5, 6,
16, 27]. In this paper, we assume that the difference between cryptographic
and robust hashing is known. Briefly, cryptographic hashing is not robust
and will generate hashes with no similarity between versions of an image
after lossy compression or scaling. Many robust hashing algorithms use
perceptual features of images [31-34]. With advances in deep learning,
neural network-based approaches have also been explored for robust hashing.
These approaches use deep neural networks to learn feature representations
that capture image content and generate compact hash codes for similarity
comparison [3,4, 18].

*https://www.bundestag.de/resource/blob/949084/2c559a363cdaf9c5f1d44cae218c6e76/S
tellungnahme- Steinebach-ENG-data.pdf
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3.1 Security vs. Robustness

It is often overlooked that content recognition methods are often not designed
to be secure. The task of robust hashing methods and classifiers is to rec-
ognize or classify content. It is not assumed that an attacker will directly
target the methods to prevent this recognition. In the field of multimedia
security, a distinction is made between robustness and security. Robustness
addresses changes to content that are caused by processing that is normally
expected, such as scaling or lossy compression. Robust hashing methods
are resistant to this, and classifiers should not exhibit any serious drops in
performance here either. Security, on the other hand, comes from an attacker
deliberately targeting the algorithms that use the methods [11]. For example,
robust hashing methods can be used to make local changes to the image that
cause the hash to change significantly, even though the image itself is not or
only slightly disturbed.

This also applies to modern hashing methods based on machine learning,
such as NeuralHash from Apple [30]. These attacks can potentially be carried
out in both directions: The hash of an image is changed so that it is no longer
recognized. Or the hash of another image is changed in such a way that it is
mistakenly considered to be stored in a database.

The term “robustness” is also used for attacks against classification by
machine learning but does not have the same meaning as for robust hash-
ing methods. So-called “adversarial robustness attacks” attempt to modify
classification results by making slight changes to the image. This means that
nudity can no longer be recognized in the given context or the age of people is
incorrectly estimated. The best-known example here is the photo of a panda
that is classified as a gibbon as a result of an attack [9].

3.2 Attacks on PhotoDNA

In [17], preimage attacks on PhotoDNA (as well as facebook PDQ) are
shown. By accepting a certain amount of noise, it is possible to generate
image pairs with matching hashes.

In [15] the privacy of the hashes was verified. It was argued that it is not
possible to derive the original images from their hashes using machine learn-
ing. Recent experiments, however, show that images can be reconstructed
from the hashes.? The question is whether the re-created images rely more on
the hashes or on the training data of the re-creation system.

3https://www.anishathalye.com/2021/12/20/inverting-photodna/
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3.3 Own Previous Work

An alternative robust hash of ours is the ForBild block hash presented in
[20, 26]. It is the result of an evaluation of image hashing methods [39].
Based on this hash, we have added segmentation countermeasures based on
face detection [28], watershed image segmentation [27] and machine learning
[23, 24]. Beyond image recognition, we also addressed the possibility of
combining privacy and robust hashing in [2,10,29]. As an alternative to robust
hashing, we also evaluated feature-based montage detection using SIFT and
SURF in [25].

4 The PhotoDNA Algorithm

The full mechanisms of PhotoDNA have not been disclosed beyond some
basic papers by the creators [7] and a presentation by Microsoft. Nevertheless,
there have been some attempts to recreate the algorithms from the known
facts.* PhotoDNA is included in forensic tool sets.

From the available information, we assume the following algorithm:

1. Normalization: Convert to grayscale and downscale to 26x26 pixels.
Note: Both operations can affect the hash result due to their handling of
edges and textures, so reimplementations may produce values different
from the leaked library.

2. Segmentation: The 26x26 pixels are divided into 6x6 quadrants with an
overlap of 2 pixels. There are 6 quadrants per row, starting at 1, 5,9, 13,
17, and 21. Figure 1 illustrates the quadrants. There are 36 quadrants

3. Gradients: Sobel gradients are computed for each quadrant. This results
in four values representing horizontal and vertical positive and negative
sums. The range of values is 0 to 255. In some papers it is mentioned
that the value 255 means “255 or more”.

4. comparison: There are several ways to compare two hashes. The most
common seems to be the Euclidean distance [8]. As far as we know,
there are no official thresholds for deciding whether two images are
identical or not. The choice of threshold will control the likelihood of
false positives or false negatives.

The Figure 2 illustrates the hash calculation with an example. The full
hash of the image is shown in Table 1. Note that the hash in the figure has

*https://www.hackerfactor.com/blog/index.php?archives/931-PhotoDNA-and- Limitations
.html
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Figure 1 Sections of PhotoDNA. The numbers indicate the positions of the first 12 6x6
quadrants. The quadrants overlap by 2 pixels. The red quadrant 6 and the blue quadrant 8
illustrate the horizontal and vertical overlap.

0o 3| 0 ss| 7 3|2 o |25 193

0 ¥ |18 4|25 16

6 3 |25 2 |25 2 |25 1%

0 z |7 15|75 125|132 25

Figure 2 Hash example of one image of the coco dataset. Top left: original image, top right:
gray scale and resize to 26x26 pixel, bottom left: assignment to quadrants, bottom right: values
in the of the hash of the first 12 quadrants.
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Table 1 Hash of image in Figure 2

1 2 3 4 5 6 7 8 9 10 11 12
0 0 36 0 42 0 56 0 39 7 33 0 37
12 0 118 | 49 | 245 | 193 | 255 | 16 2 181 | 255 | 26 0
24 0 32 0 43 0 52 0 44 6 36 0 27
36 255 | 2 75 | 125 | 255 | 158 | 132 | 235 | 10 255 | 164 | 255
48 0 45 0 40 0 44 0 52 3 12 0 36
60 166 | 3 13 | 144 | 224 | 203 | 9 255 | 18 136 | O 150
72 0 49 0 44 0 38 0 45 4 7 0 32
84 12 0 0 39 25 6 0 86 42 2 0 43
96 0 41 0 36 2 20 0 26 3 3 0 16
108 | O 0 0 0 0 0 0 0 0 0 0
120 | O 26 1 5 1 12 0 2 1 1 0 5
132 | 0 0 0 3 1 0 4 13 0 0 13

been restructured to match the meaning of the values and follows the quadrant
concept, while in the table the hash is given as a sequence of values.

5 Analysis

Our first goal is to analyze the behavior of PhotoDNA in terms of its
distribution of values. To do this, we generated a large number of hashes
from the Microsoft coco dataset [14]. We used 40,000 images from “2017
test images” and 120,000 images from “2017 unlabeled images” together as
a 160,000 image test set.

5.1 Hash Value Distribution

We first computed the hashes of all images, resulting in a matrix of
144x160,00 values ranging from O to 255. Then we analyzed the behavior
of the values. The overall mean of all values is 63.732465. This is far from
the theoretically expected 127.5 if there were an even distribution between 0
and 255. Image 3 shows the mean values of the individual 144 elements for
the 160,000 hashes. As you can see, there are significant differences between
the elements. The middle elements tend to have higher values than the edge
elements.

In Figure 4 we show the distribution of values 0 to 255. One can see
that low values occur more often than high ones, but there is a local peak at
value 255.

PhotoDNA calculates hashes by subgroups and four directions. In
Figure 5 we show that the likelihood for value 255 for direction ¢ seems
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Mean Values of the 144 PhotoDNA Hash Elements

Figure 3 Mean of 144 hash elements.

Value Distribution

Figure 4 Value distribution.

to be higher than for the other three directions. We sorted the 144 elements
in a new way, first arranging all 36 values of direction one, then all 36 values
of direction two, and so on. This makes all values of one direction (identified
by a to d in the figure) neighbors. For value O on the other hand no such clear
distribution can be observed.

5.2 Structure Display

To analyze how PhotoDNA represents image structures, we computed the
hashes of simple structures as shown in Figure 6. As we can see in the
Tables 2, the inverted structures of images 1 and 2 the lead to high values
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Distribution of Value "0" in Hash Elements

25000

20000

10000

Hash Elements (sorted)

Distribution of Value "255" in Hash Elements

5000

4000

1000

3b1b5b%b13b17k 7c21c25c29c33d1 d 5 d 9d1s

Figure S Value occurrences in directions a to d for values 0 (top) and 255 (bottom).

in the third or fourth position in the hash quadrants. The hashes of images
1 and 3 are identical. This could either mean that there is an additional
normalization step in the hash generation to ensure maximum contrast, or
that the edge values are so high that the lighter version has already reached
the value “255 or higher”. The same is true for images 5 and 6. With the
addition of lines like in images 4,7,8 and 9 more hash entropy is generated.



552 M. Steinebach
1)Jpg i(2)jpg 3)jpg

4)jpg 5)ipg 6)Jpg
9)Jrg

i(7)jpg i(8)jpg

Figure 6 Nine test images with simple structures.

6 Evaluation Galaxy

To evaluate the false positive and false negative rates of PhotoDNA, we use
the Galaxy test set, which shows a group of cheerleaders in similar poses.
It has been used to evaluate robust hash algorithms [20, 26].

2,000 images were randomly selected and resized to a longest side length

of 400 pixels. The following attacks were applied by Irfanview>:

* 80: convert=jpg80
* 70: convert=jpg70
* 60: convert=jpg60
* 30: convert=jpg30
* ¢2: crop=(2,2,1000,1000,0) and jpgq=80

Shttps://www.irfanview.com/, version 4.60
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Table 2 Hash values of the nine example structures. Side numbers identify image 1 to 9, top
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Table 3 Robustness in percent for 2,000 test images against attacks

Threshold | 80 70 60 30 c2 c5 cl0 c20 300 200 500
0 0 0 0 0 0 0 0 0 0 0 0

25 4,8 4.4 4,55 4,2 0 0 0 0 2,65 1,95 3,45
50 47,55 | 47,35 | 47,35 | 47,15 | 2275 | O 0 0 44,85 | 42,5 46,35
75 75,8 75,45 | 7535 | 753 65,65 | 3,2 0 0 74,4 73,2 75,15
100 90,6 90,35 | 90,25 | 90,45 | 87,45 | 46,3 0,05 0 89,75 | 89,75 | 90,35
125 97,25 | 97,25 | 97,2 97,2 96,5 84 1 0 97,2 97,1 97,2
150 98,8 98,7 98,75 | 98,7 98,65 | 96,25 | 1645 | 0 98,7 98,7 98,65
175 99,55 | 99,55 | 99,55 | 99,55 | 99,5 98,6 5595 | 0 99,55 | 99,55 | 99,55
200 99,8 99.8 99,8 99,8 99,75 | 99,7 85,5 0,05 99,8 99.8 99,8
225 99,9 99,9 99,9 99,9 99,85 | 99,8 96,15 | 0,75 99,9 99,85 | 99,9
250 100 100 100 100 100 99,95 | 98,85 | 54 100 100 100
275 100 100 100 100 100 100 99,55 | 17,8 100 100 100
300 100 100 100 100 100 100 99,9 38,35 | 100 100 100

Galaxy Testsat Robustness

Figure 7 Robustness galaxy testset.

Cropping is done by setting the start point of the crop area to the top left.
Crop(2,2,....) means that the image with a maximum length of 400 pixels has
been cropped at position (2,2) by removing one pixel row and column from
the top left. Crop(20,20,...) was the maximum crop, removing 19 rows or
about 2.5% of the long side.

The Table 3 shows the robustness of the thresholds 0 to 300 in steps of
25. The overall robustness is very high, especially against jpeg compression.
Robustness against one cropping line is achieved between thresholds 125 and
150. For nine cropping lines, the threshold is between 225 and 250. Figure 7
illustrates the results.

The Table 4 shows the collisions or false positives of the hash set. We
calculated the hashes of all 2000 images and their distances to each other.
Then we counted how many images had a hash distance below a given
threshold. You can see that for the threshold of 225 we had a false positive
rate of 0.3%.
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Table 4 Thresholds and False Positives (in percent) for 2,000 images. Columns 1 to 5 mean
the number of collisions. For example, with a threshold of 375 there is a 0,1% chance for three
collisions

# collisions

Threshold | 1 2 3 4 5

0 0 0 0 0 0
25 0 0 0 0 0
50 0 0 0 0 0
75 0 0 0 0 0
100 0 0 0 0 0
125 0 0 0 0 0
150 0 0 0 0 0
175 0 0 0 0 0
200 0 0 0 0 0
225 0,3 0 0 0 0
250 0,3 0 0 0 0
275 0,4 0 0 0 0
300 0,6 0 0 0 0
325 1,05 0,05 | 0 0 0
350 1,55 025 | 0 0 0
375 2,05 0,5 0,1 0,05 | 0
400 33 0,8 0,45 | 0,2 0,2
425 475 1,1 0,75 | 0,5 0,25
450 7 24 1,2 0,8 0,6
475 11 44 2,15 | 1,5 1,1
500 19,45 | 8,85 | 5,05 | 3,25 | 2,25

This means that the claimed error rates of FNR 2% and FPR 1 in 1
trillion would only allow a limited number of attacks, if any. For attacks like
cropping, these failure rates seem unrealistic.

7 Coco Evaluation

We also evaluated the likelihood of collision for the larger coco set of 160,000
images, and looked at robustness against attacks using a subset of those
images.

For the collision test, we computed the hashes of all images and randomly
selected hashes and computed the minimum distances to the rest of the
159,999 images. Since collisions mean a hash distance below a defined
threshold, we also analyzed the impact of the attack on a subset of 40,000 of
the 1600,000 images 5. From the table, we can define a threshold depending
on the attacks we need to be robust against. A threshold of 250 will result in
a false negative rate of about one in a thousand with a JPEG quality factor
of 70. Note that compared to the Galaxy set, the images are slightly larger,
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Top 10 low distances, 600 randomly selected images, 160.000 images in hash data

Figure 9 Example of image pair with small distance of 221.

and most have a long side of 640 pixels, so the impact of the fixed amount of
cropping should be less.

Figure 8 shows the results of the collision test. There was one image pair
in the coco set with a very low hash distance of 50. When we examined the
pair, we found that the images were a color and a black-and-white version of
the same photo. Figure 9 shows the second image pair in the ranking. Here we
can see that PhotoDNA returns similar hashes for similar images, as expected.
The two photos appear to be part of a series of images taken in a short period

of time.

The next set of images (not provided in this paper) in the ranking

show giraffes in the same scene with moving heads from photo to photo.
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JPEG Compression 30

25 w50 =75 =100 =125 w150 w175 = 200 =225 =250 275 « 300 =325 =350 =375 =400 =425 = 99999

Figure 10 Diagram of JPEG compression with qf 30, legend shows the max values of the
range columns from Table 5.

Crop 10

25 =50 =75 =100 =125 =150 w175 = 200 =225 = 250 @275 =300 =325 =350 =375 ~ 400 =425 =99999

Figure 11 Diagram of cropping at position (10,10), legend shows the max values of the
range columns from Table 5.

Figures 10 and 11 illustrate some details of Table 5. One can see, that
cropping increases the hash distance between original image and modified
images much stronger than JPEG compression, even at the low quality of QF
30. Bins 25 and 50 are almost empty in for cropping while being dominant for
JPEG 30. For cropping, the largest diagram segments are 100, 125 and 150.
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Table 5 Histogram of 40,000 images from coco test 2017. Range shows the range of hash
distances, the cells the number of images with that distance under the given attack

Range 80 70 30 C2 C10 R300 | R500
0 25 9101 9098 8889 2906 0 6809 8228
26 50 14709 | 14703 | 14842 | 18123 | 19 15972 | 15217
51 75 8726 8739 8757 10571 | 808 9385 8960

76 100 4231 4229 4253 4829 9593 4469 4329
101 | 125 1827 1823 1838 2032 15672 | 1905 1845
126 | 150 737 738 740 825 8592 762 738
151 | 175 341 345 353 365 3295 356 352
176 | 200 161 157 162 181 1180 175 164

201 | 225 94 96 89 92 456 93 93
226 | 250 30 29 32 30 201 31 31
251 | 275 19 18 19 21 84 17 19
276 | 300 11 12 13 12 40 13 11
301 | 325 7 7 7 7 25 7 7
326 | 350 3 3 3 3 16 3 3
351 | 375 0 0 0 0 5 0 0
376 | 400 0 1 0 1 6 0 0
401 | 425 2 1 2 1 4 2 2
426 | 99999 | 1 1 1 1 4 1 1

8 Discussion

From our experiments, we make a number of observations that should be
relevant to future applications:

The hash demonstrates remarkable resilience to lossy compression, and
scaling poses no issues, as anticipated, given that the image undergoes scaling
down to 26 by 26 pixels during the hashing process. However, the touted
advantage of PhotoDNA—its robustness against cropping—does have limita-
tions. The robustness diminishes significantly once more than a few columns
and rows are removed. To achieve high robustness, the threshold must be
set so high that a substantial number of false positives become inevitable.
Our experiments revealed this occurrence within the range of 9 to 19 deleted
rows/columns, with the results becoming notably poor at 19, rendering it
inappropriate to classify the hash as robust.

Regarding collision probability, indicating instances where the hashes of
images are close to each other, PhotoDNA exhibits commendable perfor-
mance. Different versions of an image exhibit significantly smaller distances
from each other than random unrelated images. Nevertheless, it was observed
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that images from a series can indeed cause collisions with each other. This
observation is noteworthy as it introduces a nuance to the conventional
definition of “hash,” typically reserved for methods that detect versions of
a given image. With PhotoDNA, one might consider it a hash with an addi-
tional capability for recognizing similar content. Notably, there are forensic
applications of PhotoDNA that align with this concept, utilizing the hash to
search for images with similarities.

Looking at the results of the Galaxy and CoCo experiments, a threshold
between 150 and 175 is a good compromise between true positives and false
positives. No collisions were observed and the robustness is already around
99 percent for many image operations. However, it should be noted that the
experiments can be seen as minimal compared to practical use. It is to be
expected that in a scenario like chat control, billions of images will have to be
checked every day, and the comparison will be made with a larger database
than in the tests (2,000 or 160,000). For example, the UK’s Internet Watch
Foundation talks about 300,000 images,® safer.io states 29 million hashes,’
but mixes cryptographic, image and video hashes together. Therefore, in
practice it may be necessary to set the threshold lower.

The analysis of the basic structure of the hash in the “Analysis™ section
reveals a notable lack of robustness against mirroring or rotation, since there
is no inherent normalization or alignment. Consequently, users of the hash
must devise a solution to increase its robustness against such operations.
One approach is to rotate the hash itself, which is particularly promising for
simpler structures, as shown in Table 2. Alternatively, users may choose to
rotate or mirror the images before re-hashing them. A note® from Microsoft
dated June 2023 states that an update to PhotoDNA is available that deals
with mirroring and rotation.

The hash, comprising 144 bytes, is relatively large compared to a block
hash [38], which typically has only 32 bytes or 256 bits. This places it
in the realm reminiscent of SIFT or SURF [35]. Additionally, the compu-
tation involving roots and squares is of high complexity compared to the
straightforward computation of a Hamming distance. Given the importance
of efficiency, especially for large hash collections, such as those cited above
[37], it may be worthwhile to explore more efficient comparison methods.

Shttps://en.wikipedia.org/wiki/PhotoDNA
"https://safer.io/how-it-works/
8https://www.linkedin.com/pulse/update-photodna-adrian-chandley/
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The distribution of hash values also raises noteworthy observations. In the
extensive test involving 160,000 images, the mean value was approximately
64, representing 25% of the value range from 0 to 255. Notably, one edge
direction produced more occurrences of value 255 higher values than the
remaining directions, as depicted in Figure 5. Further investigation is war-
ranted to determine if this behavior compromises resistance to attacks and
contributes to an increased incidence of false positives. This is particularly
relevant since the actual range of values used appears smaller than the
available range.

9 Summary, Conclusion and Future Work

The aim of this paper is to give a first overview of the basic behavior of
PhotoDNA with respect to robustness and its false positives. It can be stated
that the hash provides very good results, however, it also does not provide the
extreme performances that are sometimes mentioned in the public discussion.
Some properties, such as the value distribution of the 144 hash elements, can
be considered in more detail in future work. Likewise, it would be worthwhile
to find a more efficient solution for the hash comparison.

As a more high level conclusion, PhotoDNA is a solid robust hash
algorithm with potential of improvement. It needs to be stressed that the
algorithm is not specifically desgined to deal with CSAM but will work with
any other content as well. Infrastructures for content identification established
for identifying CSAM therefore can be misused for other purposes by simply
replacing the hash data base for comparison.

The detection of CSAM is one core issue in the EU discussion of rules
to prevent and combat child sexual abuse.” Therefore understanding the
performance of tools like PhotoDNA is vital to understand the impact of
regulations utilizing client-side-scanning [22].
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