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Abstract

One of the most effective methods for ensuring data security in the com-
munication and information fields is encryption. There is an important role
for multi-chaotic systems in the field of data encryption, due to its wide
advantages and its sensitivity to the values of the coefficients and ergodicity.
However, some multi-chaotic systems possess low complexity and random-
ness, which results in unacceptable security behaviour of the current data
encryption systems. In this study, we introduce a novel hyperchaotic encryp-
tion scheme that enhances image security using a three-phase approach. First,
SHA512 is combined with URUK chaos to generate plain-related random
sequences. Next, a hybrid CAW transform (Cosine, Arnold, and Wavelet)
improves randomness. Finally, the Sea Lion optimization algorithm shuffles
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pixels to achieve robust encryption. Our experimental results demonstrate that
the proposed scheme effectively resists statistical attacks, with superior per-
formance in NPCR, UACI, correlation coefficient, and information entropy
tests

Keywords: URUK chaotic system, sea lion optimization, DWT, SHA512,
CAW transform, FAN transform.

1 Introduction

The development of several shooting devices over the last few decades has
been called these years the era of big data. A modern camera, for example,
can take millions of images every day, whereas a conventional camera with
a single lens can take numerous pictures every second. Digital images have
become an integral part of our lives, capturing precious moments and serving
as a visual record of our experiences [1–3]. However, the growing popularity
of cloud-based storage platforms has raised concerns about the privacy of
data embedded in these images. In today’s digital age, robust encryption
solutions are essential due to the rapid increase in data transmission over the
internet [4–7]. Images constitute a significant portion of data traffic, making
the protection of digital media critically important. As access to computers
and the internet expands, exposing data to heightened vulnerability, the sig-
nificance of encryption cannot be overstated. However, standard encryption
techniques, such as AES (Advanced Encryption Standard) and DES (Data
Encryption Standard), are unsuitable for image encryption because they do
not address the high correlation, redundancy, and large volume of image data
effectively [8, 9]. These techniques were designed for text data and do not
effectively address the high correlation, redundancy, and large volume of
image data. As a result, specialized image encryption techniques have been
developed to address these limitations. These techniques typically employ a
combination of confusion and diffusion to make the encrypted image appear
random and unpredictable. Confusion techniques scramble the image data to
make it difficult to analyse, while diffusion techniques spread the statistical
properties of the image throughout the ciphertext [10–13].

In image encryption, chaotic maps have emerged as a cornerstone of
secure data protection. Their inherent complexity and randomness make them
ideal for generating encryption keys, bolstering the security of encryption
algorithms [14–17]. By leveraging the unpredictable dynamics of chaotic
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maps, image data is transformed into seemingly unbreakable ciphertext,
resistant to even the most sophisticated attacks [18–20]. To further fortify
the encryption process, chaos cards enter the scene. These cards harness
the erratic behaviour of physical systems, such as chaotic circuits or ran-
dom number generators, to produce highly secure and random encryption
keys. This physical approach to randomness adds an extra layer of protec-
tion, safeguarding the integrity and confidentiality of encrypted image data
[21–27].

Talhaoui et al. introduced a new chaotic system based on the one-
dimensional cosine fraction (1-DCT) [28]. This system exhibits desirable
cryptographic properties, a wide range of control parameters, and superior
dynamic behaviour. Employing a permutation-less design, the chaotic sys-
tem’s keystream is utilized to diffuse and encrypt the pixel values of image
rows and columns, resulting in the encrypted ciphertext image. The proposed
method demonstrates exceptional encryption speed, capable of encrypting a
256x256 pixel image in merely 6.7 seconds. However, the algorithm solely
performs diffusion, necessitating further security enhancements. Xu et al.
proposed a new image encryption method based on a third-order fractional
chaotic system [29]. This method is implemented using a hardware circuit of
a digital signal processor and encrypts the image by combining block feed-
back diffusion structure and compressed sensing according to the sequence
generated by the system. The authors also suggested that this approach can
be used for text encryption. The method has a mean structural similarity
(MSSIM) score of greater than 0.9 and encrypts data relatively quickly;
however, its resilience to attacks is fairly low. Talhaoui et al. proposed a novel
image encryption technique based on a one-dimensional cosine polynomial
chaotic system [30]. The proposed method utilizes a chaotic system in con-
junction with a traditional architecture that employs parallel diffusion and
scrambling to encrypt images. The experimental results demonstrate that the
method achieves a fast encryption speed of 11.1 seconds for encrypting a
256x256 pixel image. However, the security performance of the algorithm is
deemed unsatisfactory due to its reliance on a shifted scrambling diffusion
structure, which renders it vulnerable to certain attacks [31]. Aparna et al.
proposed a novel medical image encryption technique that leverages quan-
tum cryptography to generate random sequences for keystream generation
and combines it with an adaptive optimization protocol strategy [32]. This
approach successfully encrypts medical images using quantum cryptography.
It is noteworthy that while the method demonstrates impressive encryption
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effectiveness and parallel data encryption capabilities, the ciphertext image’s
information entropy can reach a value of 7.9974, significantly enhancing
security. However, it is worth mentioning that the algorithm’s keystream
generation efficiency could be improved. Muthu and Murali proposed a new
one-dimensional chaotic system with a large key space for medical image
encryption [33]. They combined this chaotic system with the shuffle approach
to encrypt medical images and obtain the ciphertext image. The proposed
method achieves fast keystream generation, but its diffusion performance
throughout the encryption process is not optimal. Mondal and Singh proposed
a medical image encryption method that utilizes a chaotic system to generate
a pseudo-random sequence for keystream generation and employs bit-level
operations for efficient diffusion and scrambling [34]. This method achieves
strong encryption with reduced computational complexity.

This method introduces a groundbreaking image encryption method that
combines dual confusion and diffusion in the frequency domain to achieve
enhanced security and robustness. The FAN transform is employed to intro-
duce confusion, while the URUK chaotic map is utilized to increase the
complexity and unpredictability of the encryption process. To optimize the
scrambling operation, the Sea Lion optimization algorithm is employed.
The effectiveness of the proposed method is thoroughly evaluated through
comprehensive encryption analysis, assessing its computational efficiency
and resistance against common attacks. This research contribution signifi-
cantly advances the field of image encryption by addressing the limitations of
existing methods and providing a novel approach that ensures the protection
of sensitive visual information.

1. The proposed encryption system is robust, confidential and a secure
mechanism method utilizes URUK discrete four-dimensional chaotic
maps for the key generation. URUK effectiveness depends on the careful
selection and implementation of these keys. URUK keys possess a high-
quality and long-range chaotic sequence and are able to provide better
protection against statistical, differential, and brute force attacks. The
specific choices of URUK map will offer varying degrees of complexity
and sensitivity to initial conditions.

2. Application of CAW hybrid transform improves the chaos random-
ness since it consists of three transforms, namely, Cosine, Arnold and
Wavelet transforms. It is proven to have strong procedures and can
overcome common weaknesses found in encryption algorithms based
on other single transforms.
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3. The Sea Lion Optimization algorithm scrambles the pixels with a mini-
mum correlation between adjacent pixels and hence it results in a strong
and robust key management strategy. The main purpose is to improve the
capability of exploitation in Sea Lion Optimization algorithm with the
capability of exploration in the encryption process to produce variants’
strengths.

4. This novel encryption possesses wide advantages due to its sensitivity to
initial coefficient values and ergodicity. The performance metrics such as
Unified Average Change Intensity (UACI) and Number of Pixel Change
Rate (NPCR) tests showed quantify the algorithm’s ability to withstand
modifications in the plaintext image, ensuring that even small alterations
in the original data result in significant changes in the encrypted image.

5. Statistical tests are used to evaluate the randomness and resistance to
differential attacks of the encrypted image.

The remainder of this paper is structured as follows. Section 2: gives the
description of Sea Lion Optimization Algorithm. The hybrid CAW transform
theory is briefly discussed in Section 3. Section 4: describes the URUK
Chaotic Map. Section 5: shows the process of the Encryption Method. Sec-
tion 6: demonstrates the decryption Processes. The experimental result and
practical analysis are shown in Section 7. Finally, Section 8 is the concludes
of this paper.

2 Sea Lion Optimization Algorithm

The Sea Lion Optimization (SLO) algorithm emulates sea lions’ hunting
strategies, involving detection, tracking, and encirclement. The algorithm
begins with random solutions, updating each search agent’s position based
on the best or a randomly selected agent. Over iterations, a parameter (C)
decreases from 2 to 0, balancing exploration and exploitation. The SLO
process includes:

1. Detection and Tracking: Simulating sea lions’ whisker-based prey
detection.

2. Vocalization: Mimicking sea lions’ communication during hunting.
3. Attack (Exploitation): Optimizing the solution by encircling the prey

The algorithm mimics the tracking, encirclement, and attack of prey by
using mathematical models to mimic the social hierarchy. In the phase of
detection and tracking the Sea Lions use their whiskers to sense prey by
detecting the size, shape, and position of nearby objects. When the whiskers
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are oriented against the water flow, they vibrate less than when they are
aligned with the current orientation. This difference in vibration helps Sea
Lions to detect the presence and location of prey. Sea Lions are able to
locate prey and signal to other members of their subgroups to join them in
pursuing and hunting the prey. Within this hunting mechanism, the Sea Lion
is considered the leader, and the other animals rearrange their positions to the
target prey. The target prey is thought to be the best answer available right
now, or nearly so, according to the SLO algorithm.

Firstly, Equation (1) provides a mathematical representation of this
phenomenon.

−−→
Dlst = |

−→
2B ·

−−→
P (t)−

−−−→
SL(t)| (1)

where
−−→
P (t) and

−−−→
SL(t) stand for the target prey’s and Sea Lion’s position

vectors, respectively, and
−−→
Dlst stands for the distance between the Sea Lion

and the target. t indicates the current iteration, B is the random vector in [0,
1] that is multiplied by two to increase the search space and aid search agents
in finding an optimal or nearly optimal solution.

Sea Lions approach their intended prey to position themselves strategi-
cally for the next hunting cycle. Equation (2) mathematically represents this
behaviour. −−−−−−→

SL(t+ 1) =
−−→
P (t)−

−−→
Dist.

−→
C (2)

The leader is gradually led in the direction of and around the target
prey by the Sea Lion Optimization algorithm. To do this, the value of t is
progressively decreased throughout the number of iterations from 2 to 0. The
leader is forced to go toward and surround the prey inside its range by this
gradual decline.

Secondly, phase of vocalization: being amphibious means that Sea Lions
can live in both the water and on land. In water, their vocalizations travel at
a speed of four times that of air. A range of vocalizations are used by Sea
Lions to communicate with one another when hunting in groups. Members
who are still on shore are also called back by them using their voices. Sea
Lions hunt and capture their prey to bring it as near to the surface as they can.
They can detect sounds above and below the water because of their small
ears. A Sea Lion that has located its target will signal other Sea Lions to
encircle and attack them. This behaviour can be expressed mathematically
using Equations (3), (4), and (5).

−−−−−→
SPleader = |(

−→
V1(1 +

−→
V2))/

−→
V2)| (3)
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−→
V 1 = sin θ (4)
−→
V 2 = sin ∅ (5)

In the context of Sea Lion vocalizations, and
−→
V2 represent the sound

speeds in water and air, respectively, while
−−−−−→
SPleader indicates to leader’s

sound speed. The sound emitted by the Sea Lion reflects off the air to reach
nearby members and refracts within the same medium to reach underwater
members. Hence, (sin θ) is used to represent the air-to-air communication,
and (sin ∅) is used to represent the air-to-water communication.

Thirdly, phase of attack (exploitation phase): Sea Lions can locate and
encircle their intended prey. The leader, being the most effective search agent,
guides the hunt by identifying the prey and alerting other members to its
location. The identified prey is typically considered the best option available
at the moment. However, a new search agent can emerge, surpass the leader,
and locate better prey. To mathematically model Sea Lion hunting behaviour,
two stages are introduced:

1. Dwindling Encircling Technique is an essential part of the Sea Lion
Optimization method. Its behaviour is dependent on the value of C in
Equation (2), which decreases during the iterations progressively from
2 to 0. The Sea Lion leader is compelled by this linear reduction to go
toward and surround the prey. Therefore, a Sea Lion’s (search agent’s)
arrival location could be anywhere in between the agent’s starting
position and the best agent’s location at that moment.

2. Circle updating position: Sea Lions typically start their hunt by chasing
a bait ball of fish from the edges. During this process, they update their
positions using Equation (6). This equation represents the movement of
the Sea Lions as they encircle the fish school.

−→
SL(t+ 1) = |

−→
P (t)−

−→
SL(t)| · cos(2πm) +

−→
P (t) (6)

Whereas | | denotes an absolute value and m is a random number in the
interval [−1, 1],

−→
P (t) −

−→
SL(t) represents the distance between the search

agent (Sea Lion) and the best optimal solution (target prey). When the Sea
Lion spots prey on the edge of the bait ball, it begins swimming around it
in a circle-shaped pattern. For this reason, this behavior is mathematically
represented as cos(2πm).

Fourthly, prey search (exploration phase): During the exploration phase,
Sea Lions use their whiskers and zigzag swimming to randomly search for
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prey. This behavior is mimicked in the study by employing random values.
If the random value is greater than 1 or less than −1, moving away from
the target prey and its leader is necessary for the Sea Lion. The Sea Lion is
compelled by this to look for alternative supplies of prey.

When Sea Lions are exploiting their environment, they adjust their loca-
tions according on whatever search agent is performing the best. Nonetheless,
searchers adjust their placements based on a randomly selected Sea Lion
during the exploring stage. Said another way, the SLnO algorithm searches
globally for the global optimal solution if the random value is bigger than
one. This is accomplished by proposing Equations (7) and (8).

−−→
Dlst = |

−→
2B ·

−→
SLrnd(t)−

−−−→
SL(t)| (7)

−→
SL(t+ 1) =

−→
SLrnd(t)−

−−→
Dlst ·

−→
C (8)

where
−→
SLrnd(t) denotes a randomly chosen Sea Lion from the existing

population.
The SLnO algorithm starts with solutions that are produced at random.

The best-found solution or a randomly selected search agent is used to update
each search agent’s position. Over the course of the iterations, parameter
(C) is gradually decreased from 2 to 0 in order to enable the exploration
and exploitation phases. In particular, a search agent is chosen at random
when the absolute value of |C|is greater than one. On the other hand, search
agents adjust their placements in accordance with their counterparts when
|C|is smaller than one. Ultimately, when a stopping requirement is satisfied,
the SLO algorithm comes to an end [35].

While SLO is a promising optimization algorithm with applications in
various fields, its use indirectly optimizing encryption algorithms is not
straightforward and comes with certain limitations. It’s crucial to consider
both the potential advantages and challenges before exploring this approach.
The potential advantages of using GWO in encryption can be used in enhanc-
ing key generation. SLnO can be used to search for strong and complex
encryption keys within a large key space, potentially making brute-force
attacks more difficult. As well as it can improve diffusion and scrambling:
SLnO’s ability to mimic the hunting behaviour of Sea Lion, including encir-
cling, attacking, and searching, might be adapted to design scrambling and
diffusion processes in encryption algorithms, leading to a more robust and
unpredictable ciphertext.
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3 The Hybrid Caw Transform (Cosine, Arnold and Discreet
Wavelet Transform)

Hybrid transform are famous signal processing techniques that possess the
advantages of the conventional transforms. They have wide applications
in different applications of artificial intelligence compared to the conven-
tional transforms. Their implementation show that such transforms combined
the advantages of the combined conventional transforms. Recently, several
types of research on hybrid and mixed transformation have been conducted
[36–42]. As an important contributor, the CAW hybrid transforms, proposed
in [33] has taken on the mission of promoting innovation and has developed
a roadmap to pioneer this change. The hybrid Transform model, proposed
in [43], introduce a novel approach to image processing by combining lin-
ear and nonlinear transformation techniques. This combined transformation
process, effectively captures both spatial and frequency domain information,
improving the performance of image processing tasks like watermarking
and encryption [43]. The CAW hybrid transform leverages the strengths of
Cosine, Arnold, and Wavelet transforms:

It is worth noting that the cosine transform is considered useful in obtain-
ing important and useful information from periodic data compared to the
wavelet transform. At the same time, wavelets are accurate in processing
multi-frequency data compared to Fourier transform. The Arnold transform
replaces parameter locations, reorganizes pixels, and helps in arranging
image pixels and defining their boundaries. Based on the above features, the
new CAW hybrid transform combines the advantages of both transforms and
shows much higher sensitivity than the cosine and wavelet transforms, but it
is computationally more complex than both transforms.

4 URUK Chaotic Map

A discrete chaotic system with complex and unexpected behavior, the URUK
system exists in four dimensions [44, 45]. URUK is a high-dimensional
map involving multiple state variables, leading to a vast and intricate key
space. This significantly increases the difficulty of brute-force attacks, as
attackers would need to explore an exponentially larger number of possible
keys. The complex dynamics of URUK map creates highly sensitive and
unpredictable output sequences, making it challenging to analyze and predict
the encrypted data. Small changes in the initial conditions or parameters
of URUK map can dramatically alter the resulting sequence. This property
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Find the global best solution (gBest) 

Calculate the value of C  and SPleader  

SP<0.25 |C|<1 

Update the position by Eq.1 

Update the position by Eq.6 

Choose a random agent Xrand from the population 

Check the boundary and make the population within ub and lb 

Replace the old solution by the new one if its fitness value is better 

Update the position by Eq.8 

Calculate the Fitness of the new positions 

Ith Sea Lion 

NSea Lion Iteration=iteration+1 

End 

i=i+1 

i=i+1 
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Yes 

Yes No 

Start of iteration 

No 
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Figure 1 The flowchart of the Sea Lion Optimization algorithm. 1. 2D Cosine Transform:
Captures important periodic data. 2. Arnold Transform: Permutes pixel positions to enhance
security. 3. Wavelet Transform: Processes multi-frequency data accurately. The process
involves applying the Cosine Transform, then the Arnold Transform, followed by inverse
Cosine and Wavelet Transforms, creating a robust encryption mechanism.

makes the encrypted data highly resistant to differential attacks, which exploit
relationships between slightly modified plaintexts and their ciphertexts. The
intricate interactions between multiple state variables in URUK map leads to
more efficient diffusion and scrambling of the plaintext data. This means the
information is spread across the entire ciphertext, making it more difficult to
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extract or recover any meaningful fragments. The flexibility of URUK maps
allows for incorporating additional layers of complexity and security features
into the encryption scheme. This could include chaotic masking, dynamic
key generation, or hybrid cryptosystems combining chaos with traditional
cryptographic techniques. 4D URUK map provides even greater complexity
and can be combined with other chaotic maps for enhanced security [44, 45].

The URUK chaotic map, defined by four variables (x, y, z, w) and
bifurcation parameters (a, b, c, d), introduces trigonometric functions and
nonlinear terms, enhancing unpredictability. The equations governing URUK
are:

X(n+1)= 1− (Xn×Yn×Zn×Wn)−X2
n −Y2

n−a× tan
(
Z2
n

)
−W2

n

a× tan

Y(n+1) = Xn−b× tan (Zn)

Z(n+1) = Yn−c× tan (Zn)

W(n+1) = Xn−d×Wn

(9)

This complexity makes it suitable for generating secure encryption keys,
resisting various attacks.

5 The Novel Image Encryption Algorithm

The encryption process comprises three distinct phases:

1. Key Generation: Initial parameters for the chaotic map are derived from
the plain image using SHA512, which are then used to generate key
sequences through the URUK chaos map.

2. Image Transformation: The image undergoes CAW hybrid transform
and DWT, followed by FAN transform-based permutation and sub-band
decomposition.

3. Diffusion and Scrambling: The resulting matrices are diffused and shuf-
fled using the Sea Lion Optimization algorithm to produce the final
encrypted image.

The procedure of images encryption is given in this section as depicted in
Figure 2. In the first phase, the initial parameters of the chaotic map are gen-
erated from the pixels of the plain image (P). The parameters are generated
by the Secure Hash Algorithm 512 (SHA512) from the plain image. Next, 64
decimal numbers each of them of 8 bits are obtained. From which the control
parameters X, Y, Z and W values were calculated. These initial values are
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then used to iterate URUK chaos map to create key sequences. The CAW
hybrid transform is computed subsequently to get matrix C and after that the
quantification of the matrix Q will be obtained.

In the second phase, one level decomposition DWT of the plain image (P)
will be performed which produces the coefficient’s matrix A. The B matrix
obtained after permutation of A matrix coefficients applying FAN transform.
Next the B matrix will be split into four equal size quarters (Q1, . . . Q4). The
FAN transform will be applied to each quarter individually that produced the
matrices U1, . . . , U4 respectively. The final matrices masked in one matrix
and intern Quantified to produce the matrix U.

In the third phase, the diffusion processed on the matrices Q and U
to produce matrix R. Next, the permutation key sequence is obtained by
iterative the Sea Loin Optimization algorithm. Next, using the key sequence
to perform the permutation operation on the matrix R to obtain the matrix
E. Finaly, a shuffle of the pixels is made through the Sea Lion Optimization
to obtain the encrypted image F. The detail of these phases is given by the
following procedure.

Phase I

1. Preprocessing: Input natural image of size 512×512 pixels and convert
it to a matrix of pixels suitable for forthcoming extraction of useful
information for encryption.

2. Key generation: Generate the chaos sequence number, the initial con-
ditions of the URUK map. These keys are obtained from the input
natural image values to make this method more sensitive to plain images
and resilient to known plain attacks and determine the randomness and
sensitivity of the encryption process. The initial values of X, Y, Z and W
are extracted by the following steps:

a. Generate a secret key or initial condition for the chaotic map,
Apply SHA512 to the input image to obtain 512-bit hash values

b. Convert the 512 bits into 64 decimal numbers (h) each of them
8bits

c. Obtain X, Y, Z and W values using the following equations on the
64 decimal values:

k1 =
16∑
1

hi, X =
mode(k1×26, 99)

100
(10)
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k2 =

32∑
17

hi, Y =
mode(k2×26, 99)

100
(11)

k3 =

48∑
33

hi, Z =
mode(k3×26, 99)

100
(12)

k4 =
64∑
49

hi, W =
mode(k4×26, 99)

100
(13)

3. Chaotic scrambling: By applying the URUK chaotic map repeatedly to
each pixel’s value or its position in the image, generating a seemingly
random sequence based on the initial key generated in step 2 above.

4. Appy CAW transform to the generated matrix from step 3 above to get
the sparse numbers

5. Quantification: Apply normalization to adjust the encrypted pixel values
to ensure they fall within a desired range for representation and trans-
mission. The purpose of this quantification of the image is to facilitate
the diffusion process by the following normalized equation:

Q = round(255× C −min

max−min
) (14)

Phase II:
6. For the same nature image in phase I apply Wavelet transform to get the

sparse image to obtain matrix A.
7. Permutation: Rearrange the parameters of Wavelet version of the image

of step-6 above based on the outer application of FAN transform in order
of disrupting their original Wavelet coefficients relationships to obtain
matrix B.

8. Decompose the image into four separated equally sub-bands of Q1, Q2,
Q3 and Q4.

9. Apply FAN transform to scramble each of the above four sub-band
individually.

10. Mask all four sub-bands to form only one combined template.
11. Quantify the image to facilitate the diffusion process by the normalized

Equation (14) to obtain U
Phase III
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Figure 2 The main block diagram of the proposed encryption system.
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12. Diffuse between the generated matrices from step-5 and step-11 using
URUK map using the following Equation:

R = XOR(U,Q) (15)

13. Shuffle all image pixels using the Sea Lion Optimization algorithm to get
the minimum correlation between adjacent pixels through the following
procedure:

a. Generate the initial population of the Sea Lion Optimization
algorithm

b. Use the value of each member as an initial value for the URUK
map to generate a sequence of chaos number

c. Sort the sequence of chaos numbers and obtain the index values
d. Scramble the image by using the index values of the chaos

sequence number
E = R(index(:)) (16)

e. Compute the fitness of scrambled image by using the following
objective function.

Min Fitness = Correlation(E) (17)

f. Update the position of the population to enhance the results.
g. Repeat until all iteration is done and use the final URUK chaos

sequence to shuffle the image to form the encrypted image F.

6 The Decryption Processes

The decryption process is carried out by using the same encryption steps, but
in reverse, as it requires sending the key parameters of the URUK chaos map
to the counterparty in order to use them to generate the same key to be able
to decrypt the encryption. The shuffle process that was applied by the Uruk
chaos map and the Sea Lion optimization algorithm is reversed. the diffusion
process is reversed. Then reversing the quantization process so that the values
return to their normal state. The image is divided into four parts (Q1, Q2, Q3
and Q4) and the scrambling that was applied to each part using the FAN
transform is reversed. Mask (Q1, Q2, Q3 and Q4) parts into one image
part and the scrambling is also reversed using the FAN transform. Finally,
the inverse DWT is applied to obtain the original image as demonstrated in
Figure 3.
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Figure 3 The main block diagram of the decryption processes.
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7 The Experimental Result and Practical Analysis

The results demonstrate the efficacy of the proposed method. The plain image
is encrypted through a series of encryption processes, including confusion
and diffusion. A visual representation of the image outputs sheds light on
how the security is affected by these processes and the appearance of the
image. The process of encryption is effective since the part that decrypts an
image can only fully decode it if the correct key parameters are known and
how they should be arranged. A slight alteration in the secret parameter could
affect the decrypted result. To make sure the encryption method is stable, let’s
make a few minor adjustments to the aforementioned secret settings.

7.1 Key Space Analysis

The total number of keys used in the encryption process determines the size
of the key space. For any encryption method to successfully withstand a
brute-force attack, the key space must be vast. A brute force attack cannot be
successfully executed on a key space whose size is more than 2100 ≈ 1030.
In the proposed method, SHA-512 is used to generate initial values X, Y, Z,
and W for URUK chaos map. The proposed method’s key space, assuming
a precision of 10−14 is 2512 × 1014 × 10 = 2512 × 10140. This vast key
space ensures robustness against brute-force attacks, providing a high degree
of protection [44].

7.2 Key Sensitivity Analysis

The encryption and decryption keys needed. the proposed method must be
extremely confidential. The initial secret keys for the URUK chaos map and

A B 

  

Figure 4 Depicts the failure to decrypt a standard Lena image (256x256) using an incorrect
decryption key (DK) generated with modified control parameters (a) Standard Lena Image,
(b) Decryption Result with Modified Control Parameters.
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one pixel from original image have been altered. the four secret keys X,
Y, W, and Z put in the wrong order. The decryption process did not give
the original image. This high sensitivity is crucial for strong encryption, as
shown in Figure 4. The figure demonstrates how attempts to decrypt an image
(the Lena image) that fail when keys derived with slightly changed starting
values are used. the Sensitivity analysis demonstrates that altering a single
bit in the secret key produces significantly different decrypted images. This
high sensitivity underscores the robustness of the encryption scheme against
known-plaintext attacks, ensuring that minor changes in the key or plaintext
result in substantial variations in the ciphertext.

7.3 Analysing the Correlation Values

The correlation coefficient between neighbouring pixels in an image mea-
sures their resemblance to one another. A high correlation coefficient implies
that the intensity values of two adjacent pixels are highly similar, while a
low correlation coefficient indicates that their intensities are considerably
different. This correlation can be computed using the following formula:

rx,y =
E{[x− E(x)][y − E(y)]}√

D(x)
√

D(y)

E(x) =
1

N

N∑
i=1

xi, D(x) =
1

N

N∑
i=1

[xi − E(x)]2 (18)

where N is the number of samples. Any image has a correlation coefficient
between −1 and 1. The value −1 indicates a negative correlation between
picture pixels, while the value 1 indicates a significant positive connection.
There is no association between the neighbouring pixels when the value is 0.
Each component of the encrypted image has a correlation coefficient that
is almost 0, proving that the pixels are unrelated to one another. Table 1
provides the correlation coefficients for the encrypted images in the diagonal
(D), vertical (V), and horizontal (H) axes. Figure 5 shows the distribution
of neighbouring images before and after applying the encryption method.
The correlation coefficients between adjacent pixels in encrypted images
are near zero, confirming the method’s effectiveness in disrupting pixel
relationships. Table 2 presents these coefficients, highlighting the superiority
of our approach compared to traditional methods, which often exhibit higher
correlation values.
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Table 1 Provides the correlation values between adjacent pixels in the cipher image
Image Diagonal (D) Vertical (V) Horizontal (H)
Lena 0.0005 0.0006 0.0001
Tree 0.0007 −0.0002 0.0006
Pepper 0.0003 −0.0000 0.0001
Baboon −0.0005 0.0003 −0.0002
Aircraft 0.0008 0.0003 0.0002

Table 2 Compares the correlation values obtained using the proposed method with those
from other encryption techniques

Method Diagonal (D) Vertical (V) Horizontal (H)
Ref. [34] 0.0014162 0.000029777 0.10468
Ref. [27] 0.001843 0.002319 −0.001327
Ref. [20] 0.00163 0.00053 0.00273
Ref. [12] −0.0029 0.0006 −0.0005
Ref. [11] 0.010518 0.089618 0.0080415
Proposed method 0.0005 0.0006 0.0001

Horizontal original image Vertical original image Diagonal original image 

   
Horizontal cipher image Vertical cipher image Diagonal cipher image 

   

Figure 5 Shows the distribution of neighbouring of Lena image before and after applying
the encryption method.

7.4 Mean Square Error (MSE)

The following formula is used to determine the MSE value between the
original and encrypted images.

MSE(I, E) =
1

N ×M

N∑
a=1

M∑
b=1

[I(a, b)− E(a, b)]2 (19)
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Table 3 MSE, PSNR, and SSIM values for proposed method
Image MSE PSNR SSIM
Lena 7765.4336 27.5874 0.0067
Tree 9739.9774 27.5517 0.0102
Pepper 8419.5951 27.7219 0.0088
Baboon 7270.6165 27.3783 0.0075
Aircraft 10287.4225 25.8676 0.0080

where M and N represent the image’s pixels, I (a, b) is input image, E(a, b) is
encrypted image. Table 3 displays the MSE values matching the original and
encrypted images. A higher MSE score indicates that no information about
the original image is provided by the encrypted image.

7.5 Peak Signal to Noise Ratio (PSNR)

The equation is used to determine the PSNR between the input and output
images.

PSNR = 20× log10

(
255

MSE

)
(20)

where the highest value of a pixel in an image is 255. Table 3 showed the
PSNR values of the encrypted images. The extremely low PSNR values
indicate a full alteration of the input image.

7.6 Histogram Analysis

Histogram analysis is used to analyze the statistical characteristics of both the
original and the encrypted images. An image’s number of pixels with varying
intensities can be seen by histogram analysis. The original and encrypted
images have considerably different histograms. The encryption algorithm can
withstand a range of statistical attacks, as shown by the histogram analysis
presented in Figure 6.

7.7 Structural Similarity Index Measure

The Structural Similarity Index Measurement (SSIM) assesses the degree of
degradation in an encrypted image throughout the encryption process. The
SSIM can be computed using the following mathematical formula:

SSIM(I, J) =
(2µIµJ + L1) (2σIJ + L2)(

µ2
I + µ2

J + L1

) (
σ2
I + σ2

J + L2

) (21)
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Table 4 Compared the encryption time with other methods

Ref. [9] 93.9

Ref. [6] 315.6

Ref. [2] 1677.4

Ref. [17] 162.6

Ref. [30] 36.0

The proposed method 16.908804

The symbol σIJ represents the covariance between the image intensities
of I and J, while µI and σJ denote the mean intensities of I and J images,
respectively. L1 = (0.01 × H)2, L2 = (0.03 × H)2 and H = 28 − 1. The
range of SSIM is between [−1, 1]. Values that are close to 0 are preferred for
encryption in a secure system, while values that are close to 1 are required for
decryption. The SSIM values for encrypted images are presented in Table 3.

7.8 Resistance to Chosen-plaintext Attacks

The most significant attack is the chosen-plaintext one. After selecting the
desired image for their plaintext, the attackers generate the relevant encrypted
image and try to obtain data relating to encryption. For system security,
the arrangement and confidentiality of the keys determine the encryption
technique employed in this research. The proposed solution’s comparatively
large key size makes it harder for potential hackers to figure out the correct
secret keys and how to arrange them.

7.9 Examining the Complexity of Time

The speed at which an encryption algorithm executes is one of the key
criteria used to evaluate its effectiveness. Considering the 512 × 512 image’s
encryption process, in Table 4 the time calculation for the encrypted images
is compared with other methods.

7.10 Attack by Noise

The efficiency of the proposed method in countering noise attacks is assessed.
Salt and pepper noise (SPN) is added to the encrypted image. Decrypted
images were successfully retrieved. Figure 7 depicts the encrypted image with
noise of 0.05 and 0.005.
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Table 5 The entropy values for the encrypted images
Image Entropy
Lena 7.9994
Tree 7.9993
Pepper 7.9993
Baboon 7.9992
Aircraft 7.9993

Table 6 Entropy comparison with other methods
Ref. [34] 7.9989
Ref. [27] 7.997418
Ref. [20] 7.998461
Ref. [12] 7.9998
Ref. [11] 7.9646
Proposed method 7.9994

7.11 Entropy Analysis

The randomness of a set of data is measured by the entropy.

H(s) = −
M∑
k=0

p(sk)log2p(sk) (22)

The entropy of data s, represented by H(s), and the probability of occur-
rence Sk, represented by p(Sk). The maximum entropy value for an image is 8
With 256 different grey levels. An entropy rating of approximately 8 indicates
that an image is very unexpected. The original image and the encrypted image
entropy values are displayed in Table 5. This indicates that the proposed
encryption approach is immune to entropy-based assaults because the entropy
values high. Table 6 shows the entropy comparison with other methods.

7.12 Occlusion Attack Analysis

When sending images over a public network, criminal activity or network
congestion may cause data loss. An image can be recovered using occlusion
attack analysis in the event of data losing. We looked at the encrypted image
in Figure 8 with occlusions of 32 × 32, 64 × 64, and 128 × 128 in order to
assess how resilient the suggested encryption approach is against occlusion
attacks. The outcomes show that even with these occlusions present, it is
still possible to correctly decrypt the encrypted image. The robustness of the
suggested approach against cropping attacks is confirmed by this analysis.
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Figure 6 The histogram of the original and encrypted images.

7.13 Analysis Using NPCR and UACI

The statistic known as NPCR (Number of Pixel Change Rate) and UACI
(Unified Average Changing Intensity) evaluates how resilient an image
encryption method is to different types of attacks. Differential attacks take
advantage of how sensitive the encryption method is to even small changes in
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(a1) (a2) 

  

(b1) (b2) 

Figure 7 Illustrates how resistant images are to noise attack the decrypted images are (b1)
and (b2), and (a1) SPN with noise density = 0.005; (a2) SPN with noise density = 0.05.

the input image. An attacker will find it more challenging to distinguish the
encrypted image from the original due to the significant visual difference.it
can be calculated as follows:

NPCR =
1

M ×N

M∑
i=1

N∑
j=1

Q(C1i,j , C2i,j) (23)

UACI =
1

M ×N × 255

M∑
i=1

N∑
j=1

|C1i,j − C2i,j | (24)

Where C1 and C2 stand for two encrypted images, M and N is the image
size. Here, Q(C1i,j , C2i,j) is computed as

Q(C1i,j , C2i,j) =

{
0, if C1i,j = C2i,j ,
1, otherwise.

(25)

Table 7 shows the NPCR and UACI values for the input image. The
proposed method is significantly resistant to virous types of attacks. the UACI
and NPCR values In Table 8 compared the proposed and current methods.
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(a1) (a2) (a3) 

   
(b1) (b2) (b3) 

Figure 8 Illustrate how resistant images are to cut attacks The images (a1), (b1), and (b3)
have been encrypted. (a1) cuts a patch size of 32 x 32 pixels; (a2) cuts a patch size of 64 x 64
pixels; (a3) cuts a patch size of 128 x 128 pixels; and (a4).

Table 7 The UACI and NPCR values for proposed method
Image UACI NPCR
Lena 33.5773 99.6304
Tree 30.1515 99.6292
Pepper 33.4099 99.6090
Baboon 33.4724 99.6281
Aircraft 33.4860 99.6002

Table 8 Compared NPCR and UACI values for the proposed and current methods
NPCR UACI

Ref. [34] 99.587 30.701
Ref. [27] 0.995998 0.33391
Ref. [20] 99.620901 33.365006
Ref. [12] 99.6453 33.4733
Ref. [11] 99.78342 33.84126
Proposed method 33.5773 99.6304

8 Conclusion

The proposed hyperchaotic system effectively conceals the wavelet-permuted
sub-band coefficients (Q1, Q2, Q3, and Q4), enhancing security. It also offers
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benefits such as wide key sensitivity, large key space, and straightforward
implementation. The URUK Hyperchaotic system makes attackers hard to
synthesize and predicts which resulting into higher security and system
complexity. Furthermore, the hybrid CAW transform breaks the correlation
between the neighboring pixels and makes the algorithm possess strong
expansibility. Using FAN transform enhance more safety of the proposed
hyperchaotic system. SHA512 is applied to the original image to extract
URUK initial values. Using Sea Lion optimization automatically adjust-
ing the key length according to the parameter adjustment. As well as it
is helpful to broaden usability of the proposed hyperchaotic system and
useful to network security and secure communications applications. Accord-
ing to sensitivity analysis, a single bit change in the secret key produces
distinct decrypted images. The effectiveness of the proposed method for
image encryption was evaluated, and a variety of characteristics were used
for analysis and implementation, including PSNR, entropy, UACI, NPCR,
examination of the calculation time and histogram analysis. The proposed
hyperchaotic encryption system significantly enhances security by integrating
the CAW hybrid transform and Sea Lion Optimization algorithm. The system
demonstrates high sensitivity, extensive key space, and strong resistance to
statistical and differential attacks. Future research could explore the appli-
cation of this encryption method to different data types and optimize the
algorithm for real-time performance. Additionally, investigating the integra-
tion of other chaotic maps and optimization algorithms could further improve
the robustness and efficiency of the encryption process
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