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Abstract

The continuous development of information technology has also promoted
the progress of the Internet. More people are joining the Internet. The amount
of data stored in the network is also increasing, including some important
information, which leads to criminals launching attacks on network security.
In order to solve the large error in network security situation assessment
and poor progress in network security prediction, the study uses spectrum
clustering analysis to evaluate the network security situation. Then genetic
algorithm, grey wolf optimization algorithm and support vector machine
fusion algorithm are used to predict the Network Security Service (NSS). The
genetic algorithm is used to optimize the global search ability of the gray wolf
optimization algorithm and the parameters of the support vector machine are
optimized to evaluate and predict the NSS. The results showed that the max-
imum error of the proposed model was 0.4112, and the maximum error was
0.5896. The absolute percentage error of this algorithm was 0.0270, while the

Journal of Cyber Security and Mobility, Vol. 13 5, 941–962.
doi: 10.13052/jcsm2245-1439.1356
© 2024 River Publishers



942 G. Han et al.

other algorithms were 0.0745 and 0.0952, respectively. The proposed model
has lower errors and time consumption in training and simulation testing
compared with other current methods. The network situation assessment and
prediction method proposed in the study can effectively improve network
security services, ensure the personal information security, and enhance the
security of the Internet.

Keywords: Spectral cluster analysis, cyber security posture, GA, GWO,
SVM.

1 Introduction

In today’s digital age, cyber security has become a global focus. As the
dependence of businesses and individuals on cyber technology continues to
rise, the frequency and complexity of network attacks are also increasing,
posing unprecedented challenges to cyber security protection [1]. Efficient
cyber security assessment and prediction can not only strengthen cyber
defense, but also prevent potential security threats, which is a key measure
to maintain cyber security [2]. Cyber security assessment involves real-
time monitoring, analysis, and evaluation of security events in the network
environment to provide decision support for future cyber defense and policy
adjustment [3]. The existing security situation assessment methods often
rely on expert knowledge or traditional rule-based systems, such as Support
Vector Machine (SVM) improved by Particle Swarm Optimization (PSO)
Algorithm and SVM optimized by Artificial Bee Colony Algorithm. Both
algorithms improve the accuracy of network security situation assessment
and prediction, but each has some unresolved problems and significant lim-
itations [4]. To improve the evaluation accuracy and prediction ability of
Network Security Services (NSS), a combination of Genetic algorithm (GA),
Grey Wolf Optimization (GWO), and SVM is proposed. Firstly, GA is used
to optimize the global search ability of GWO. Secondly, the optimized GWO
is applied to optimize the kernel function parameters of the SVM. Finally, the
SVM model is used to predict NSS. In addition, this paper also proposes an
NSS assessment method using spectral cluster analysis.

The research innovatively combines multiple swarm intelligence opti-
mization algorithms, and draws on the advantages of various optimization
algorithms to complement each other. The core contribution of this research is
to develop a more robust network security posture assessment tool, which can
effectively adapt to the dynamic network environment and provide real-time
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and accurate security assessment information for network security managers.
The performance of the GA-GWO-SVM algorithm on different types of net-
work security datasets is demonstrated by applying the proposed algorithm.
The superiority of this method has been verified through comparative anal-
ysis with current popular security situation assessment methods. In practical
applications, parameter setting, model training, and algorithm adaptability
are also discussed in depth.

The first part is a review of the NSS and swarm intelligence optimization
algorithms. The second part designs the NSS assessment and prediction
method. The third part verifies the method proposed in the study. The fourth
part is a summary of the research content.

2 Related Works

Accurately evaluating and predicting NSS can effectively improve security.
The existing NSS assessment methods cannot accurately reflect large-scale
cyber-attacks. Therefore, Kou G et al. [5] proposed an assessment method
using attack intent identification. This method conducted situational assess-
ment by carrying out causal analysis on attack events. Experiments showed
that this method more accurately reflected the real situation of attacks without
the need to train historical sequences. To improve NSS awareness data fusion,
Zhang et al. [6] proposed a cloud computing method. This method used cloud
computing technology to collect and process data in parallel. Results showed
a high fusion accuracy and short fusion time, which had advantages over
existing methods. To improve computer NSS assessment, Ariann B et al. [7]
proposed a simulation model. Back Propagation neural network was used
to construct a computer NSS assessment model. The network detection
algorithm was combined for evaluation and prediction. The test simulation
showed that the algorithm has good application effects, which was worth
further promotion. To improve the accuracy and adaptability of computer
network security assessment, Elhoseny M et al. [8] proposed a simulation
model using neural networks. This study presented a system security detec-
tion algorithm incorporating a refined calculation scale selection strategy and
an enhanced prefix span algorithm. Results demonstrated high accuracy and
adaptability. Ye et al. [9] utilized the dynamic dimensional method with gray
correlation analysis to enhance the gray correlation model and developed the
NSS prediction model. Findings indicated that the improved model yielded
prediction results that closely approximated the actual values, with smaller
errors and lower time complexity.
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To improve the safety of road transportation, Mokhtarimousavi S
et al. [10] used PSO, harmony search algorithm, and whale optimization
algorithm to improve the SVM. The influencing factors of collision severity in
the work area were explored. Results showed that the proposed algorithm had
the best improvement effect on SVM. To predict soil moisture content under
different substrate potentials in agricultural soils, Navidi et al. [11] proposed
an intelligent model to optimize SVM using firefly and particle swarm ele-
ment heuristic algorithms. Results showed that the hybrid prediction accuracy
of the two improved SVMs was high. They could be used to predict soil
moisture content with different soil textures. The health status of lithium-ion
batteries is difficult to measure directly. Therefore, Wu et al. [12] proposed
a joint Bat algorithm and regression SVM to predict the health status of
lithium-ion batteries. The results indicated that the prediction accuracy was
high, which effectively determined the optimal SVM hyper-parameters and
verified their high correlation with battery health. To solve the linear and
nonlinear models in time series forecasting, Nawi W et al. [13] combined
SVM and Autoregressive Integrated Moving Average Model (ARIMA) to
test the effectiveness of the hybrid model with sea surface temperature data.
The results showed that it was more accurate than a single ARIMA or SVM
model, which produced predictions that were closer to the actual values. To
improve the execution time and accuracy of SVM, Vrigazova et al. [14] pro-
posed a feature selection method using ANOVA to optimize the performance
of the support vector classifier. Then a cross-validation alternative for model
selection was established. Compared with the existing methods, the method
significantly improved its accuracy and calculation time.

In summary, the NSS assessment and prediction is a hot research topic
in network security. Current methods have low efficiency and poor accuracy.
Therefore, the swarm intelligence optimization algorithm is used to improve
the SVM and then applied to the evaluation and prediction of the NSS, to
improve the accuracy of the NSS assessment and prediction.

3 NSS Assessment and Prediction Using Spectral
Clustering and GA-GWO-SVM Algorithm

Cyber security situation assessment and prediction is an important operation
in network security. Therefore, a new NSS assessment and prediction method
is proposed in Section 3. The research content is divided into two parts.
The first part is the research on NSS assessment with spectral clustering, and
the second part is the research on NSS prediction with GA-GWO-SVM.
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3.1 NSS Assessment and Prediction Index System Construction

NSS assessment is a key step in NSS awareness. Therefore, a reasonable
evaluation index needs to be established when evaluating the NSS. The NSS
assessment indicators should comply with three principles. Firstly, the evalu-
ation indicators must not affect each other. Meanwhile, the selected indicators
can fully cover all aspects of the NSS as much as possible. Secondly,
the selected evaluation indicators should be determined according to their
importance, and the factors that have little impact on the changes in NSS
should be excluded. Thirdly, the evaluation indicators must contain both
static indicators and dynamic indicators. Based on the above principles,
when constructing the NSS assessment index system, the three directions of
network asset operation, system vulnerability, and security risk are taken as
the selection direction of the evaluation indicators. The specific index system
is shown in Figure 1.

There are 14 specific indicators in the evaluation system. These network
indicators need to be quantified in the evaluation process. Total network
traffic reflects the amount of data flowing through the network over a period,

Evaluation 
index system
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System 
Vulnerability

Security risks

Total network traffic

Bandwidth utilization

Flow rate change

Average run time

Asset Importance

Number and severity of vulnerabilities

Topology 

Number of safety devices

Number of device port openings

Number of alarms

Attack severity
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Protocol packet distribution

Figure 1 NSS evaluation index system.
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quantified by Equation (1) [15].

Qtotal =

τ∑
t=1

n∑
i=1

qit, t ∈ {1, 2, . . . , τ} (1)

In Equation (1), Qtotal represents the total network traffic, t represents a
certain moment in the τ time, and qit represents the amount of data transmitted
by the i data stream at time t. n represents the total number of data flows in a
single moment t. Bandwidth utilization is the ratio between the traffic passing
through the network and the limited traffic of the system in a certain period.
The change rate in traffic represents the increase or decrease in traffic in a
network system over a period, as quantified by Equation (2) [16].

Qc =
Qτ−1

Qτ
× 100% (2)

In Equation (2), the network traffic change rate is described as Qc.
The amount of data transferred in the current τ time period is represented
by Qτ . The amount of data transferred in the previous τ − 1 time period is
described as Qτ−1. The importance of assets is an important indicator for
assessing the risk, which is usually measured by the information importance
score of the system host and the system security score. It is quantified by
Equation (3).

Vasset =
1

2

N∑
k=1

(Ik + Sk) (3)

In Equation (3), the importance of the asset is described as Vasset , the
number of devices in the system is described as N , the importance score of
host information is described as Ik, and the OS kernel score of the device
is described as Sk. The number and severity of system vulnerabilities can
reflect the risk importance of the network security situation, which is usually
quantified by Equation (4).

Severitybug =

N∑
i=1

Mb∑
j=1

W b
ijHiA

b
ij

/
Numbug (4)

In Equation (4), Severitybug represents the severity of the vulnerability,
Numbug represents the number of vulnerabilities, Mb represents the number
of types of vulnerabilities, Ab

ij represents the number of class j vulnerabilities
in the device i, and W b

ij represents the severity of the vulnerability. Network
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topology is a classic static metric in network security situation assessment,
which is quantified by the number of nodes in the topology, as shown in
Equation (5) [17]. 

Scorei =


1. nodes ∈ [0, 3)
0.7 nodes ∈ [3, 6)
0.4 nodes ∈ [6, 8)
0.1 nodes ∈ [8,+∞)

Scoretopology =
n∑

i=1

Scorei

(5)

In Equation (5), Score is the score of the network topology with different
numbers of nodes, Scoretopology represents the score of the entire network
topology, n denotes the number of subnets, and nodes is the number of subnet
nodes. The frequency of security incidents can reflect the security of network
systems, which is usually quantified by Equation (6).

freq t = Numt/t (6)

In Equation (6), freq t represents the frequency of network security inci-
dents, and Numt denotes the number of attacks and threats to the network
system during the time period t. The severity of a cyber-attack, which reflects
the impact of an attack or threat on a network system, is quantified by
Equation (7).

Severityattack =
N∑
i=1

Mb∑
j=1

W a
ijHiA

a
ij

/
Numattack (7)

In Equation (7), Severityattack is the attack severity, Hi represents the
information importance of the i device, Numattack denotes the number of
detected attacks in time period, Mb is the number of attack categories, Aa

ij
represents the number of attack at which device i is subjected to class j
attacks, and W a

ij represents the level of attack at which device i is subjected
to class j attacks. The assessment level of cyber security situation is generally
divided into four levels in Table 1.

Spectral clustering analysis is a clustering method based on graph parti-
tioning, which can effectively mark the abnormal data hidden in the network
system when evaluating the NSS. The process of the NSS assessment
algorithm based on spectral clustering is shown in Figure 2.
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Table 1 NSS level and index range
Security Numerical Situational Description of
Level Labeling Value Range Network Status
Secure 1 0.00∼0.20 Normal
Mild danger 2 0.20∼0.40 Mild threat
Moderate risk 3 0.40∼0.75 Moderate threat
High risk 4 0.70∼0.90 Heavy threat

start

End

Data 
preprocessing

Building a 
Matrix

Extract the first k feature 
vectors of the matrix

Generate 
mapping space

Generating spectral 
feature space

Cluster analysis

Data partitioning

Calculate the situation value 
according to formulas (1) to (7)

Assess network 
situation

Figure 2 Situation assessment process based on spectral clustering.

3.2 NSS Prediction Using GA-GWO-SVM

SVM is a common classification model for predicting NSS, but the predic-
tion accuracy of conventional SVM is poor. Therefore, it is necessary to
improve and optimize its kernel function. SVM realizes the classification
prediction of samples by finding the optimal partition hyperplane in the
classification space. The distance from a certain point to the hyperplane in
the n-dimensional sample space can be represented by Equation (8) [18].

r =
|wTx+ b|

∥w∥
. (8)

In Equation (8), r represents the distance from a point in the sample space
to the hyperplane, w represents the normal vector, and |wTx + b| represents
the hyperplane expressed by the vector method. If the SVM is correctly
divided, then the data on the same side of the hyperplane have the same
properties. At any point (xi, yi) in the sample space, yi is consistent with the
positive or negative of the hyperplane, the data point is a support vector, and



Application of GA-GWO-SVM Algorithm in NSS Assessment and Prediction 949

the distance between the support vector and the hyperplane can be expressed
as Equation (9) [19].

d =
|wTxi + b|

∥w∥
(9)

The SVM’s actual purpose is to find the support vector with the largest
data interval. To find the maximum interval, it is necessary to make ∥w∥
smallest, so the solution problem of SVM can be expressed as Equa-
tion (10) [20].

min
w,b

1

2
∥w∥2

s.t. yi(w
Txi + b) ≥ 1, i = 1, 2, . . . , n

(10)

SVM is usually used to improve the classification and prediction of linear
classifiable data, but the data in NSS awareness are linear and inseparable.
Therefore, when using SVM to process the data in NSS awareness, it is
necessary to conduct high-dimensional mapping processing on the data, so
that SVM can classify and predict this problem. If ϕ(x) represents the x’s
eigenvector in the high-dimensional space, the partitioned hyperplane of the
nano-high-dimensional space is calculated in Equation (11).

f(x) = wTϕ(xi) + b (11)

Correspondingly, the solution problem for SVM should be rewritten as
Equation (12). min

w,b

1

2
∥w∥2

s.t. yi(w
Tϕ(xi) + b) ≥ 1, i = 1, 2, . . . , n

(12)

When using SVM to solve nonlinear separable data, it is allowed to have
points in the training set that do not satisfy Equation (12). This class of
SVMs, also known as soft-spaced SVMs, introduces an alternative function
that converts Equation (12) into Equation (13).min

w,b

1

2
∥w∥2 + C

n∑
i=1

ξi

s.t. yi(w
Tϕ(xi) + b) ≥ 1− ξi, ξ ≥ 0, i = 1, 2, . . . , n

(13)
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In Equation (13), the relaxation factor is denoted as ξi, and the penalty
factor is described as C. After introducing the Lagrange multiplier, the duality
problem of soft-spaced SVMs can be expressed by Equation (14).

max
α

n∑
i=1

αi −
1

2

n∑
i=1

n∑
j=1

αiαjyiyjϕ(xi)
Tϕ(xj)

s.t.

n∑
i=1

αiyi = 0, 0 ≤ αi ≤ C, i = 1, 2, . . . , n

(14)

In Equation (14), the Lagrangian multiplier is described as α, and the
inner product of the sample points xi and xj in the high-dimensional space
are described as ϕ(xi)Tϕ(xj). The kernel function is used to replace the inner
product to effectively reduce the computational cost of SVM. The kernel
function used in the study is a mixture of Gaussian kernel function and
polynomial kernel function, as shown in Equation (15).

k(xi, xj) = µ(xTi , xj)
θ + (1− µ) exp

(
−∥xi − xj∥2

2σ2

)
(15)

In Equation (15), σ is the radial basis radius of the Gaussian kernel
function, θ represents the polynomial kernel function order, and µ denotes the
linear combination coefficient. GA is an intelligent optimization algorithm
based on the basic laws of biological development. In algorithm implemen-
tation, it is necessary to first determine the encoding rules, initialize the
population, and then calculate the individual fitness. All individuals’ fitness
in the population is obtained. Individual genetic operations are performed
to generate the next generation population until the algorithm completes the
maximum number of iterations, as shown in Figure 3.

In the iterative optimization, the GA has good global search ability and
individual retention ability, with strong adaptability, but it also has problems
such as the slow iterative calculation speed. The GWO algorithm is an intel-
ligent algorithm simulating the hunting style of wolves, a highly hierarchical
animal population. Usually, the wolf pack includes four classes, namely α, β,
δ, and ω. α is the leader, responsible for the overall decision-making of the
wolf pack. β is the successor of the leader in the wolf pack, which can assist
the leader’s work. δ and ω are ordinary members of the wolf pack, of which ω
has the lowest status. In the GWO algorithm, the highest fitness in the pack is
the leader of the pack. At the beginning of the GWO algorithm, it is necessary
to complete the α, β, δ, and ω classification of the wolf pack, followed by the
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Figure 3 GA flow.
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Figure 4 Schematic diagram of Wolf pack hunting behavior.

hunting of the wolf pack. After selecting the prey, the individual position and
parameters of the wolf pack are updated. Finally, after the algorithm reaches
maximum iteration, the output result is sufficient. The GWO’s hunting part is
the core part. The hunting behavior of wolves is shown in Figure 4.

The GWO algorithm is a simple and flexible swarm intelligence opti-
mization algorithm, which has weak global search ability and relatively
single population. Circular chaotic map is a nonlinear dynamical system that
is usually used to describe chaotic phenomena in the complex plane. One
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Figure 5 GA-GWO algorithm flow.

of the characteristics of circular chaotic mapping is that it has parameter
sensitivity. Small parameter changes may lead to drastic change in system
behavior, which is one of the common characteristics in the chaotic system.
This parameter sensitivity makes cyclic chaotic mapping possible in cryp-
tography, random number generation, and signal processing. Therefore, the
Circle chaotic mapping method is used in the initialization of wolf packs.
The GA is added to improve the GWO algorithm. The improved GA-GWO
algorithm is as follows. Firstly, the initial parameters are set. Secondly, the
initial population is generated by using the Circle chaos map. Thirdly, the
individual fitness is calculated. The fourth is to update the position parameters
of the wolf pack and generate offspring wolf packs. The fifth is the genetic
operation of the offspring wolf pack when the termination condition is met,
as shown in Figure 5.

Therefore, the GA-GWO algorithm constructed above is designed to
optimize the parameters of the hybrid kernel function. The optimization steps
are as follows. Firstly, the mapping relationship is established between the
feasible solution and the solution space. Secondly, the wolf pack size is set
to 30, and the number of algorithm iterations is set to 500. The crossover
operator is set to 0.7 and mutation operator is set to 0.02. Thirdly, the
fitness function is constructed. Fourthly, the fitness function of the population
individuals is calculated, and the top three individuals with fitness are marked
as the leader. Then the location information of the rest of the population is
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updated according to the leader wolf information. Fifthly, according to the
elite retention strategy of the GA, the individuals demonstrating the highest
fitness are retained for the subsequent generation. Sixthly, the population
individuals are selected until the population size of the offspring is consistent
with the size of the primary population. Seventh, the cross-mutation operation
is carried out according to the crossover operator and the mutation operator’s
coefficient is adjusted iteratively until the maximum number of iterations is
reached. Finally, the optimized parameters of the SVM kernel function are
obtained using GA-GWO. The SVM model can be trained.

4 Experimental Verification Analysis of GA-GWO-SVM
Algorithm

A NSS prediction method based on spectral clustering analysis and
GA-GWO-SVM is proposed in Section 2. Therefore, the feasibility of the
proposed method is experimentally verified in Section 3, which is divided
into three parts. The first part analyzes the experimental parameters and
environment. The second part verifies the effect of NSS assessment. The third
part analyzes of the effect of NSS prediction.

4.1 Experimental Parameters and Environmental Settings

The dataset used in the study is CIC-IDS2017, which is created by the
Cybersecurity laboratory at Concordia University in Canada. This dataset
is dedicated to evaluate network intrusion detection system performance.
It collects a large amount of network traffic data, including normal traffic
and various types of network intrusion behaviors, such as Denial-of-service
attack (DoS), Distributed Denial-of-service attack (DDoS), malware, etc.
This data can help researchers and developers train and evaluate network
security solutions, thereby improving network security. The experimental
operating system is Windows 10, the CPU is Intel(R) Core (TM) i5-1035G1,
the system memory is 16GB, and the experimental development software is
PyCharm 2019.1.3. The environment details are shown in Table 2.

4.2 Effect Analysis of NSS Assessment

K-means clustering analysis is a common clustering method to verify the
evaluation effect of the proposed spectral clustering analysis method on NSS
awareness. The evaluation effects are fitted and analyzed in Figure 6.
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Table 2 Experimental environment information
Category Device System IP

Safety equipment Firewall Fortinet 172.16.0.1

Attack network PC Ubuntu14.4-32 / 64 192.168.10.19

Windows 8 205.174.165.72

Windows 8-64 192.168.10.5

Kali-Linux 205.174.165.73

Ubuntu16.4-32/64 192.168.10.16

Windows 7-pro-64 192.168.10.9

Windows Vista 192.168.10.8

Attacked network PC Windows 10-pro-64 192.168.10.15

Mac 192.168.10.25

North Ubuntu16 192.168.10.50

Ubuntu12 205.174.165.66

Web Server 16 192.168.10.3
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Figure 6 Fitting effect of NSS awareness assessment.

From Figure 6, in samples 8, 13, and 24, the NSS assessment algorithm
based on spectral clustering analysis had poor fitting effect on the evalua-
tion of the samples, and the fitting effect of the other samples was better.
The actual network security situation level of sample 8 was 5, and the spectral
clustering evaluation level was 3. Sample 13 had an actual network security
posture level of 2 and a 3 for spectral clustering. Sample 24 had an actual
cyber security posture level of 3 and a 2 for spectral clustering. In samples
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Figure 8 Comparison results of fitting effect and error.

4, 8, 20, 27, and 35, the network situation assessment algorithm based on
K-means cluster analysis had a poor fitting effect on the samples, while the
fitting effect in the other samples was more in line with the actual situation.
The error and time taken in the NSS assessment are compared in Figure 7.

Figure 7(a) shows a comparison of the errors of the two analysis methods.
In samples 13 and 24, the error of the spectral clustering method was higher
than the K-means clustering method. In the rest of the samples, the spectral
clustering method’s error was always lower than the K-means clustering.
Figure 7(b) presents the time comparison taken by the two methods to
complete the NSS assessment. The assessment time of the spectral cluster
analysis method was maintained below 0.3s, while the network situation
assessment based on the K-means cluster analysis method was maintained at
about 0.6s. The evaluation method of NSS uses K-means clustering analysis
for both accuracy and efficiency.

4.3 Analysis of the Prediction Effect of NSS

To verify the feasibility of the improved GA-SVM, the fitting effect and abso-
lute error of GA-GWO-SVM and the GA-SVM are compared in Figure 8.
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Figure 9 Prediction effects comparison for different algorithms.

Figure 8(a) presents the comparison of the fitting effect of the two
algorithms. The overall fitting effect of the GA-GWO-SVM algorithm was
better than that of the GA-SVM algorithm. The GA-SVM algorithm had
obvious errors in samples 1, 3, 8, 9, 11, 13, 15, 19 and 20. However, the
error of the GA-GWO-SVM algorithm was only obvious in samples 15 and
19. The error of the GA-GWO-SVM algorithm on these two samples was
also smaller than that of the GA-SVM. In Figure 8(b), the GA-GWO-SVM
algorithm had a maximum error of 0.4112 in sample 19 and a minimum error
of 0.0023 in sample 8. The GA-SVM obtained the maximum error value of
0.5896 in sample 1 and 0.0051 error value in sample 7. After optimizing
the GWO algorithm, the error of the GA-SVM algorithm was significantly
reduced. It is feasible to study the improvement of the GA-SVM algorithm.
After determining the feasibility of the improved algorithm, the GA-GWO-
SVM is compared with PSO-SVM and ABC-SVM. The results are shown in
Figure 9.

In Figure 9, among the three NSS prediction methods, the ABC-SVM
algorithm had the worst fitting effect. There were serious errors in sample 11
and sample 18. In sample 11, the error of the ABC-SVM algorithm was about
0.04. In sample 18, the error of the ABC-SVM algorithm was about 0.18.
The GA-GWO-SVM algorithm had the best fitting effect. The error in each
sample is at a low level. The Mean Absolute Percentage Error (MAPE) and
Root Mean Square Error (RMSE) of the three algorithms are also compared
in Figure 10.
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Figure 10 Comparison results of MAPE and RMSE.

Figure 10(a) shows the comparison of the MAPE values of the three
algorithms. The MAPE value of GA-GWO-SVM was 0.0270 in sample
6, 0.0745 in sample 4, and 0.0952 in sample 4. Figure 10(b) presents the
comparison of the RMSE values of the three algorithms. The RMSE value
of the GA-GWO-SVM was the lowest 0.0130, the RMSE of the ABC-SVM
algorithm was 0.0362, and the RMSE value of the PSO-SVM algorithm was
0.0349.

5 Conclusion

To realize the NSS assessment and prediction, an NSS assessment method
using spectral cluster analysis and based on GA-GWO-SVM was proposed.
Spectral cluster analysis is a cluster analysis, which has good application
effects in system evaluation. The GA-GWO-SVM algorithm used the GA
to optimize the GWO algorithm to improve global search ability and elite
retention ability of the GWO. Finally, the improved GWO was used to opti-
mize SVM parameters to improve its prediction ability. The results proved
that the GA-GWO-SVM had significant advantages in NSS assessment and
prediction. The proposed solution showed better fitting effects than other
algorithms in error analysis. When comparing the GA-SVM algorithm, the
GA-GWO-SVM had a significant error improvement in 11 samples, espe-
cially in samples 15 and 19. The GA-SVM exhibited errors of 0.5896 and
0.0051, while the maximum error of the GA-GWO-SVM was 0.4112, and
the minimum error was 0.0023. In addition, compared with PSO-SVM and
ABC-SVM algorithms, the GA-GWO-SVM algorithm also showed the best
fitting performance. Especially, the error of ABC-SVM on samples 11 and
18 was about 0.04, which was particularly significant compared with the
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GA-GWO-SVM algorithm. This study effectively improves the accuracy of
NSS assessment and prediction, but GA-GWO-SVM is slightly insufficient
in terms of computing speed. The algorithm efficiency in NSS prediction will
be further improved in the future.
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