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Abstract

In this paper, we evaluate the performance of packet-based load balancing
in data center networks (DCNs). Throughput and flow completion time are
some of the main the metrics considered to evaluate the performance of
the transport of flows over the presence of long flows in a DCN. Load
balancing in a DCN may improve those metrics but it may also generate
out-of-order packet forwarding. Therefore, we investigate the impact of out-
of-order packet delivery on the throughput and flow completion time of long
and short flows, respectively, in a DCN.We focus on per-packet load balancing.
Our simulations show the presence of out-of-order packet delivery in a DCN
using this load balancing approach. Simulation results also reveal that packet-
based load balancing may yield smaller average flow completion time for
short flows and larger average throughput for long flows than the single-path
transport model used by Transmission Control Protocol (TCP), which prevents
the presence of out-of-order packet delivery. Queueing diversity in the multi-
path structure of DCNs promotes susceptibility of out-of-order delivery. As
the delay difference between alternative paths decreases, the occurrence of
out-of-order packet delivery in packet-based load balancing also decreases.
Therefore, under the studied scenarios, the benefits of the packet-based load
balancing seem to outweigh the out-of-order problem.
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1 Introduction and Motivation

The interconnected servers of a data center run a wide variety of applications
and services, which range from web search and social networking [11] to
distributed file systems [12, 20]. Some of the underlying data distribution tech-
nologies are based on Hadoop [20] and Google File System [12]. While a web
search entails small data transfers among servers of a data center, distributed
file systems may require large data transfers [19]. Most applications/services
in a data center may require multiple servers working in parallel to assemble
a response for a requested task. For instance, a Hypertext Transfer Protocol
(HTTP) request for a Facebook page requires a large number of servers, called
workers, across the data center to be involved in fetching partial results to
generate the web page [11].

The performance of data centers is directly related with how fast the user-
initiated job requests are processed. Such a performance measure requires
to generate responses to those requests as fast as possible [13]. This is
where the intercommunication among servers impacts the achieved overall
performance of a data center. The communication among workers takes place
as flows, where a flow may be defined as a sequence of packets sent from a
particular source to a particular destination [18]. Each worker is responsible
for generating a small portion of the final result for a submitted task. The
partial results are put together as a final result by an aggregator server. The
distribution of the task portions to different workers and fetching the results
requires a fast transmission of flows [5].

The traffic in a DCN can be coarsely divided into short and long flows.
Short flows feature a size of a few kilobytes and they are associated with users’
tasks that generate requests and responses between servers. Long flows, or
background flows, have a size of several megabytes and they carry the data
for the operation and maintenance of the data center. The time required to
transmit a flow is referred to as the Flow Completion Time (FCT) [8, 10]. This
parameter is a major metric for measuring the performance of the transport of
short flows in data center networks (DCNs). The performance of the transport
of long flows is measured by the achieved throughput. Therefore, long flows
must be transferred with equal to or larger throughput than an acceptable
minimum [19]. A high-performance DCN, in combination with the transport
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protocol used in it, must simultaneously achieve small FCTs for short flows and
high throughput for longs flows. In this paper, we focus on these performance
metrics for both types of flows.

Congestion in the DCN is a factor that may impair achieving small FCT and
high throughput. DCNs are generally provisioned with multiple paths between
source-destination pairs to provide reliability and a large bisection bandwidth.
Therefore, link or path congestion may be circumvented by efficiently using
the available multiple paths of a DCN. However, if a DCN is not provisioned
with a multipath routing/forwarding mechanism, alternative paths may be
underused and the network may be underutilized. For instance, the use of the
Transmission Control Protocol (TCP) and a shortest-path routing algorithm
may not take full advantage of the existing multiple paths in a DCN and the
utilization of the DCN may be low. Because all the packets of a TCP flow
follows the same path, which might be congested because of the other flows
using the same path.

This paper is motivated by the benefits of using a multipath routing/
forwarding mechanism on a DCN and the effect it may have on the FCT
for short flows and the throughput for long flows. Based upon the potential
benefits of multipath forwarding schemes, we implemented a high- granularity
(i.e., packet-based), low-complexity packet-based load balancing scheme
based on Random Packet Spraying (RPS) [9], using the NS-3 [1]. The load
balancing scheme makes use of the multipath feature of a DCN to balance
the traffic among alternative paths, decrease the FCT of short flows, and
increase the throughput of long flows. In this paper, we also unveil how
the FCT and throughput of flows are affected by background traffic on
the DCN.

TCP is a widely-used transport protocol on the Internet and DCNs [7, 16].
We adopt TCP as the transport mechanism in the load balancing scheme to
keep the transport layer as simple as possible. However, because the use
of packet-based multipath forwarding and the existence of possible delay
differences between alternative paths, out-of-order packet delivery may occur
at the receiver and TCP may react to these out-of-order packets as congestion
indicators. Note that the preliminary results of this paper were presented
in [15].

The remainder of this paper is organized as follows. In Section 2, we
describe the operation of packet-based load balancing and give our simulation
results. In Section 3, we present related works, and in Section 4, we conclude
the paper.
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2 Mechanism and Evaluation

In this section, we describe the operation of packet-based load balancing. We
then present different simulation parameters used to analyze the performance
of these two schemes and show the simulation results from a data center using
a fat-tree-based DCN [2].

2.1 Mechanism

Packet-based load balancing works at each switch by randomly selecting one
of the output ports to independently forward an incoming packet. The selection
of the output port considers only equal-cost paths to the destination of the
packet. If multiple equal-cost paths to the destination are available, one of them
is randomly selected with uniform probability and the packet is forwarded to
that specific port. The use of this technique requires calculation of equal-cost
shortest paths in advance, so that the packet-based load balancing scheme
distributes the traffic among them.

It is expected that equal-cost paths between a source-destination pair
have similar queue build-ups and latencies [9]. Having almost equal latencies
between these paths may not always be the case because the traffic pattern on
the network has an impact on the latency difference between paths and the
number of out-of-order packets. This claim is supported by our findings, as
Figures 4 and 7 show.

We adopt a DCN using a fat-tree topology with four pods in our study.
Each pod hosts four servers, two edge, and two aggregation switches. We use
four core switches to connect these pods in the core layer of the DCN. Figure 1

Figure 1 A Fat-tree DCN with four pods.
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shows the fat-tree network used in our simulations. The letter on the label
of each switch in this figure indicates the layer the switch belongs to. Edge,
aggregation, and core switches are labeled by letters E, A, and C, respectively.
The number following the capital letter indicates the switch number. Servers
are labeled by the letter S and a number.

We select the fat-tree topology as the architecture of its multiple paths
between any two servers, which makes multipath forwarding and load bal-
ancing suitable for DCNs. In general, a fat-tree network with k pods has
(k/2)2 shortest paths between any two hosts [2]. Moreover, a fat-tree network
may provide full bisection bandwidth to clusters with a large number of
servers [2].

2.2 Evaluation

We base our study on computer simulation. Each simulated switch in our
topology represents a commodity switch with a shallow buffer. We select
a buffer size equal to 1000 packets, where each packet is 1500-bytes long.
Therefore, the switch’s buffer capacity is set to 1.5 Mbytes, which is a suitable
value to represent the buffer size of shallow-buffered switches [5]. Drop-tail
is employed as the packet dropping mechanism in the switch. The DCN uses
point-to-point (p2p) links with 1-Gbps full-duplex links. The delay of each
link is set to 25 µs to represent a Round Trip Time (RTT) of 300 µs. Note that
one-way delay of the longest path in terms of the number of links between a
pair of servers in different pods is 150 µs when all the links carry no traffic
[5]. Any two interfaces located each side of a p2p link have IP addresses from
the same subnet. In other words, we created a different subnet for each p2p
link that interconnects two nodes. To keep the routing complexity low at each
switch, we implemented packet-based load balancing by enabling packet-
based random routing as the routing function in NS-3. Packet-based random
routing allows a switch to randomly select one of its output ports among
the possible equal-cost shortest paths for each incoming packet. Therefore,
random routing may enable each packet to follow a distinct shortest path. Our
simulation considers hop count as the primary metric to calculate the shortest
path, although different metrics, such as one-way delay or residual capacity of
a path may also be used. As an example of how packet-based load balancing
works, let’s assume that a flow is created from S0 to S15, as Figure 1 shows.
In this example, each packet is first forwarded by switch E0, where there are
two possible next-hop switches, A0 and A1, with equal-cost shortest paths
to the destination node, S15. Depending on the selection of the edge switch,
A0 or A1, corresponding core switches, C0, C1, C2 or C3, can be selected.



6 Y. Kaymak and R. Rojas-Cessa

These edge and core switch selections yield four different equal-cost shortest
paths as S0 → E0 → A0 → C0 → A6 → E7 → S15, S0 → E0 →
A0 → C1 → A6 → E7 → S15, S0 → E0 → A1 → C2 → A7 → E7 →
S15, and S0 → E0 → A1 → C3 → A7 → E7 → S15. Although core
switches have only one downlink to forward each packet to the destination
pod, packet-based load balancing at the edge and aggregation layers enable dif-
ferent packets to use almost completely disjoint paths to the destination node.

In our evaluations, we tested two different scenarios: static and randomized
source-destination pairs for all flows. The static scenario consists of fixed
source(s) and a destination server, and the randomized scenario consists of a
randomized source and multiple destination servers. Specifically, in the static
scenario, sources generate from 0 to 5 flows, each with a size of 10 Mbyte,
towards S15. Source and the destination nodes for long flows are fixed. This
means that the destination node is always S15, and each source node is selected
among S0, S1, S2, S3, and S4, where each server contributes with one long
flow. For instance, if five long flows are generated, the traffic of these five flows
would present a pattern resembling a TCP incast scenario [21]. In addition to
long flows, we generate a 200-Kbyte short flow from S0 to S15 to show how
the FCT and the number of out-of-order packets for short flow are affected. We
also analyze the average throughput for long flows change under the presence
of long flows. We stress out the downlink queue at switch E7 by increasing the
number of long flows and observe the change in performance. In the scenario
with randomized source-destination pairs, we generated 20 short flows and a
different number of long flows between randomly selected source-destination
pairs. Except for the number of short flows and the randomized selection of
source and destination servers, all other settings in the randomized source-
destination pairs are similar to the static source-destination scenario. The
experiment with randomized source-destination pairs is used to show how
the packet-based load balancing mechanism affects the performance of flows
under random background traffic. In the simulation, the transmission of all
flows in both scenarios is ended when all flows are completely transmitted.
TCP is used as the transport protocol for all flows. The transmission speed
of all generated flows is equal to the line capacity, 1 Gbps. Note that TCP
is the only control mechanism on the sending rate and sender’s TCP adjusts
the transmission rate by reducing the size of the congestion window, if TCP
detects any congestion on the network. Table 1 summarizes all the parameters
used in the simulations. Each test is run 10 times. Figure 2 shows the average
throughput of long flows for a different number of them in the static scenario.
As Figure 2 shows, packet-based load balancing provides a slightly larger
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Table 1 Parameters used in simulations
Parameter Value
NS-3 version ns-3.23
Line rate 1 Gbps
Sending rate for each interface 1 Gbps
Delay for each link 25 µs
Long flow size 10 Mbyte
Short flow size 200 Kbyte
Packet size 1500 byte
Queue size at each switch 1.5 Mbyte

Figure 2 Average throughput of the long flows for a different number of long flows in the
static source-destination pair case.

average throughput for long flows than that achieved by the single-path
forwarding approach of TCP, which we refer to as single-path forwarding in
the remaining of the paper. The achievable throughput of each flow is bounded
by its fair share at the bottleneck link, E7-S15.

Figure 3 shows the average FCT of the short flow for a different number
of long flows in the case of static source-destination pairs. The results in this
figure show that the average FCT of the short flow is smaller than that of
single-path forwarding. The advantage becomes more noticeable as the FCT
of the short flow decreases as the number of long flows increases.

This phenomenon occurs because the short flow is affected by the increas-
ing queuing delay caused by the long flows sharing the path with it. This
effect is mitigated when packet-based load balancing is employed. The load
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Figure 3 Average FCT of the short flow in the case of the static source-destination pairs.

Figure 4 Percentage of out-of-order packets in short flow in the case of static source
destination pairs.

distribution on multiple links decreases the queuing delays experienced by the
packets of the short flow.

Figure 4 shows the percentage of out-of-order packets for the short flow
over a different number of long flows when the source-destination pairs are
static. This figure shows about the same percentage of out-of order packets
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when there are two or more long flows sharing the path of the short flow. These
results show that the number of out-of-order packets does not increases with
the number of long flows, so that packet-based load balancing is advantageous
in terms of FCT and throughput.

We also investigate the average throughput, average FCT, and the percent-
age of out-of-order packets when 20 short flows are generated between random
source-destination pairs for a different number of long flows. Figure 5 shows
how the average throughput for the long flows changes when the number of
long flows increases. Packet-based load balancing in Figure 5 exhibits a larger
throughput as compared to that of the single-path forwarding approach. The
throughput gap between the two different approaches compared in this figure
occurs because the random selection of the destination servers is un likely to
create a bottleneck link. Therefore, the benefits of packet-based load balancing
is more apparent than that in a TCP incast-like scenario.

Figure 6 shows the average FCT of the short flows under randomized
background traffic for a different number of long flows. This figure shows
a smaller FCT for packet-based load balancing, indicating that using the
multipath feature of a DCN may benefit the FCT of short flows.

Figure 7 shows the percentage of out-of-order packets of short flows
under randomized background traffic. This figure shows that although about
20% of packets are delivered in out-of-order, packet-based load balancing
may still benefit the FCT and throughput of short and long flows, respectively.

Figure 5 Average throughput of the long flows in the case of randomized source and
destination nodes.
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Figure 6 Average flow completion time of the short flows in the case of randomized source-
destination pairs.

Figure 7 Percentage of out-of-order packets in short flows in the case of randomized source-
destination pairs.

Figure 8 shows the average throughput of long flows when the number of
short flows increases from 10 flows to 20. As this figure shows, the average
throughput of long flows slightly decreases when the number of short flows
increases from 10 to 20 because of the slight contribution of extra 10 short
flows to the traffic.
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Similarly, Figure 9 presents the average FCT of short flows when the
number of short flows increases from 10 flows to 20. Increase in the average
FCT of short flows is expected due to the presence of new short flows in the
system.

Figures 8 and 9 show how the packet-based load balancing scheme scales
up when the number of short flows increases in the network.

Figure 8 Average throughput comparison of long flows when 10 and 20 short flows are
generated in the case of randomized source and destination nodes for packet-based load
balancing.

Figure 9 Average flow completion time comparison for 10 and 20 short flows in the case of
randomized source-destination pairs for packet-based load balancing.
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3 Related Work

Equal-Cost Multiple-Path (ECMP) forwarding is a flow-based load balancing
mechanism which is used to balance the load among equal-cost shortest paths
to the destination. ECMP hashes the five-tuple (i.e., source and destination
IP addresses and the port numbers, and the protocol number) of a packet
to decide which output port at the switch should be selected to forward the
packet. If the received packet is the first packet of a flow, a hash function is
executed to determine the output port and the remaining packets of that flow
are forwarded to the same output port. Because ECMP is a flow-based load
balancing mechanism and it does not differentiate short from long flows, the
same output port is selected to forward all these long flows. This means that
large queuing delays or congestion may be experienced by the delay-sensitive
short flows if they are coincidentally forwarded to the same output port to that
used by the long flows [19].

To improve the performance of a DCN, multipath forwarding schemes,
such as DeTail [22], Hedera [3], Congestion-Aware Load Balancing
(CONGA) [4], Multipath TCP (MPTCP) [17] and, Random Packet, and
Spraying (RPS) [9] have been recently proposed.

DeTail is a cross-layer scheme aimed at reducing long tail FCT of short
flows in DCNs. DeTail proposes to use packet-based adaptive load balancing
at network layer and a reorder-resistant transport to prevent TCP from reacting
out-of-order packets as an indication of congestion. However, DeTail requires
complex modifications on more than one layer of the network stack, hence it
diverges from keeping the implementation complexity low.

Hedera is a central flow scheduling scheme that aims to relocate long flows
if they occupy at least 10% of the link capacity. Because Hedera uses a central
scheduler, it is necessary to frequently run this central algorithm to relocate the
long flows, which may make Hedera slow to react to dynamically changing
traffic in a DCN as compared to distributed multipath forwarding schemes.

CONGA is a distributed, congestion-aware, in-network load-balancing
scheme. CONGA is specifically designed for a two-layer DCN architecture,
which is called leaf-spine, to balance the load among equal-cost shortest paths
by splitting the flows into trains of packets, called flowlets. CONGA collects
the congestion information using piggybacked feedback messages from a
destination leaf (i.e., edge) switch, stores them, and selects the best output
port, in terms of congestion extent at the source leaf switch, to forward the
flowlets. Despite CONGA’s distributed nature, it requires modifications at
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the switches and the necessary space requirements to store the congestion
information at the switches makes it costly to implement.

Presto is a load balancing mechanism that breaks each flow into discrete
units of packets, called flowcells, to near-optimally balance the intra-DCN in a
2-tier (i.e., leaf-spine) network topology [14]. A centralized controller is used
to partition the network into a set of disjoint spanning trees consisting of leaf
and spine vSwitches as the nodes. Once the spanning trees are created, load
balancing information are disseminated to the corresponding edge vSwitches.
Load balancing is performed at each leaf vSwitch by sending the flowcells
of a flow through the constructed spanning trees. Because flowcells are
sent through different spanning trees to the destination, packet reordering
may arise. Therefore, Presto uses a reordering buffer that works in a layer,
called Generic Receive Offload, located in the hypervisor operating system
to mitigate the impairing effect of packet reordering on TCP. Note that Presto
requires a centralized controller in addition to some modifications at the
switches, which increase the complexity of the load balancing scheme.

MPTCP is a multipath forwarding scheme which splits a TCP flow into
several sub-flows at the sender and transmits these sub-flows on different paths
using ECMP. MPTCP shifts the complexity from switches to end hosts where
each end host requires a more complex transport protocol than regular TCP.

Digit-Reversal Bouncing (DRB) is a packet-based round-robin based
routing technique that balances the load in the network to fully utilize network
band- width for both Fat-tree [2] and VL2 [13] data center networks [6].
Routing decision in DRB is performed by the sender server. For each outgoing
packet between a source-destination pair, the source sends the packet to a
highest level switch, called bouncing switch, by digit-reversing its ID. Then,
the receiving switch bounces the packet to its destination because there is
only one down-path to reach the destination. Despite the simplicity of the
proposed technique, DRB is only proposed for Fat-tree and VL2 DCNs and it
is not generalized for every type of DCN topologies.

RPS is a packet-based forwarding technique that forwards packets of flows
through different equal-cost shortest paths to their destinations, where a path is
randomly selected with uniform probability. We take RPS as our model since
it is simple and it does not require any modification at switches or servers.

4 Conclusions

In this paper, we analyzed the random packet spraying load balancing scheme
and evaluated the performance of this scheme on short and long flows. We
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considered the FCT of short flows and the throughput of long flows as perfor-
mance metrics. We simulated the two schemes on a data center network using
a fat-tree architecture comprising four pods and 16 servers. We also presented
the percentage of out-of-order packets at the receiver node and showed that this
percentage remains almost constant as the number of long flows increases. Our
results showed that implemented random packet spraying scheme achieves
smaller average FCT for short flows and higher average throughput for long
flows over the single path used by TCP. We observed that out-of-order packet
delivery does not have a significant impact on the average FCT of short flows
and the average throughput of long flows under the tested conditions.
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