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Abstract

Resource management is the primary issue as the demand grows for pro-
visioning resources and computation in cloud systems. When the resource
management fails to meet the QoS parameter (response time) requirements,
there occurs the due-date assignment problem leading to “resource alloca-
tion problem”. This can be optimized by various scheduling algorithms.
In this paper analytic hierarchy process is discussed for resource sharing.
The results demonstrates that this approach reduces the execution time of
algorithm and effectively handles vertical elasticity by adding resources in
cloud server. Moreover, the experimental results shows that proposed method
can effectively allocates the resources than any other algorithms. Finally, this
algorithm is also focused on how efficiency is effectively handled in cloud
computing environment while allocating resources since efficiency based
resource allocation scheme has been taken into account.
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1 Introduction

The computation of any distributed system, gave rise to cloud computing
that acts as a computational paradigm to meet the requirements of the end
users by providing high QoS(Quality of Service) as per the SLA parameters
being signed between the customer and the service provider. The three major
service layers in cloud are Application layer, Platform layer and Infrastructure
layer.

The user data are stored in the Data centres. Users requesting for jobs to the
cloud service provider with particular SLA parameters to insist their require-
ments. The crucial job of the cloud management is, scheduling. Scheduling of
user’s jobs to the resources that are present in the Infrastructure as a Service
layer in the form of VMs (Virtual Machines) are considered as the pre-eminent
process to be handled by the service providers in cloud.

Scheduling being an important criteria for Resource Allocation in cloud,
various scheduling algorithms are been proposed and are been implemented.
The objective of the project is to minimum number of virtual machine is
allocated to complete the user tasks within the deadline. To minimize the
cost and to improve Customer Satisfaction Level (CSL). Customer driven
SLA-based resource provisioning algorithm to minimize cost by maximizing
resource and to improve (CSL). Less number of should be selected, to avoid
more processing cost for migration process. Migration of Virtual machine
tasks to reduce the user provisioning cost, by finishing the user’s tasks in
their deadline. First, a user sends a request for resources to a provider. When
the provider receives the request, it looks for resources to satisfy the request
and assigns the resources to the requesting user, typically as a form of virtual
machines (VMs). Saas providers are able to manage the dynamic change of
customers, mapping customer requests and handling heterogeneity of Virtual
Machines. Enhanced the customer satisfaction level and to improve the service
quality the relationship between customer and provider. Quality of Service
parameters such as response time, and infrastructure level parameters such as
service initiation time. Minimize the SaaS provider’s cost and the number of
SLA violations in a dynamic resource sharing Cloud environment.

The rest of the article is organized as follows. Section 2 discussed
various methods of resource sharing schemes. System model are described
in Section 3. Proposed algorithms are discussed in Section 4. The results
and performances are compared in Section 5. Finally paper was concluded in
Section 6.
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2 Related Works

In [1], Service Level Agreement (SLA) is a contractual agreement that has
been established between the members of Cloud Service Provider (CSP) that
consists of the service provider and its recipient for a specific application of
services based on its allocating and sharing Resources as a Service (RaaS).
In this context, there are many parties who are very concerning about it, but
unfortunately there is lack of a common mapping of SLAinformation and RaaS
of best practice as a guideline that can be used by CSP in making decision
for the future purposes in engaging with services in the cloud computing
environment. Therefore, the main goal of this paper is to integrate information
of SLAand RaaS in order to ensure everybody who are providing and receiving
the services in the cloud particularly will be satisfied and getting the best
maximum Return Of the Investment (ROI) in allocating and sharing resources
among the providers and recipients in cloud computing environment.

The problem of SLA-based joint optimization of application environment
assignment, request dispatching from the clients to the servers, as well as
resource allocation in a data center comprised of heterogeneous servers are
discussed in [2]. The objective is to maximize the total profit, which is the
total price gained from serving the clients subtracted by the operation cost
of the data center. The total price depends on the average service request
response time for each client as defined in their utility functions, while the
operating cost is related to the total energy consumption. Experimental results
demonstrate that the proposed near optimal joint application environment
assignment and resource allocation algorithm outperforms baseline algorithms
by up to 65.7%.

In [3], an SLAis a formal contract used to guarantee that consumers service
quality expectation can be achieved. In utility computing systems, the level
of customer satisfaction is crucial, making SLAs significantly important in
these environments. Fundamental issue is the management of SLAs, including
SLA autonomy management or trade off among multiple Quality of Service
(QoS) parameters. Many SLAlanguages and frameworks have been developed
as solutions; however, there is no overall classification for these extensive
works. Service Level Agreements (SLAs) manage the relationship among
cloud service providers and cloud consumers by defining the terms of the
agreement for the participating entities and provide the basic ground for
interactions among both the parties. In [4] they proposed a framework to
efficiently monitor and analyze the SLA parameters and tried to find out the
possibility of occurrence of SLA violations. Also we implemented an adaptive
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resource allocation system by utilizing the results of predicted SLA violations.
Our adaptive resource allocation system allocates computing resources to
cloud applications and tries to reduce the occurrence of SLA violations, by
allocating additional resources on the detection of possibility of occurrence
of a violation.

In paper [5–7], the cloud computing is service level agreement which is
a contract involving service agreement between client and service computer.
According to this contract, violation in commitments mentioned in agreement
by service provider will be punished; therefore, service providers should have
solutions to reduce these conflictions in service level and costs. Regarding
importance of this topic, this article deals with approaches conducted in
service level agreement and its comparison regarding improved parameters,
simulation or implementation environment, workload and application. In
[8–17], various performance enhancement techniques are discussed.

3 System Design

Cloud has three major service layers as AaaS, PaaS, and IaaS. Where the
Infrastructure as a Service layer, plays a major role in scheduling. The
technological concerns for the resource allocation in IaaS are, Resource
management, Performance enhancement and Cloud provider’s and cloud
user’s satisfaction. Scheduling is the measurement of time about which activity
should be performed at what time. It is a demand of resources to be delivered
to the consignment of tasks to the resources accessible for processing, network
and storage, where there is an extreme usage of resources.

Scheduling algorithms are generally used to decrease the execution time.
Scheduling tackles the problem of which resources needed to be allocated to
the received task or cloudlet. Efficient scheduling algorithms should consider,
the total execution time of the available resources, quick recovery and fault
tolerance.

Resource allocation in cloud can be handled based on six criteria out
of which in this paper, energy aware resource scheduling is taken into
consideration. The six criteria are listed below and the parameters included in
each criteria are shown in the Figure 1.

In this paper efficiency aware resource scheduling has been taken into
account for finding out whether the genetic algorithm can be considered as
the most efficient algorithm out of many algorithms.
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Figure 1 Resource Scheduling in Cloud based on various contexts.

3.1 Efficiency Aware Resource Scheduling

Efficiency aware resource scheduling expresses the amount of resources
consumed for processing, depending upon the targeted resources to enhance
the efficiency. A scheduling algorithm is said as an effective resource schedul-
ing algorithm when helps to improve and enhance the following factors or
parameters: Response time, Execution time, Makespan, Bandwidth/speed and
Priority.

The collection of service performance indicates the degree of satisfaction
of cloud user for the IaaS resources or services. The desire of cloud users is
to acquire a service that should provide the results for the above mentioned
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Figure 2 IaaS in CLOUD.

parameters as requested by them. The values for expected response time,
execution time and other parameters that are considered for efficiency aware
resource scheduling are received by the service provider from a user through
SLA (Service Level Agreement). The efficiency depends upon, to what extent
the service provider uses the scheduler for satisfying the specified values, at the
same time meeting the requirements of the user. Thus the goal is to improve
the QoS (Quality of Service). Therefore, improvement of the performance
and the quality of services are the most core parameters considered in the
environment of cloud computing. Regarding to this fact, the level of efficiency
depends on the QoS aware scheduling algorithm and parameters created for the
resource and task scheduling in the cloud. The main advantage is that effective
resource scheduling can i) minimize the task finishing time and ii) increase
the utilization of computing resources in cloud computing. Figures 2 and 3
describes IaaS architecture and system architecture in cloud.

3.2 Definition of Parameters on the Basis of Scheduling
in Cloud

• Response Time:
It refers to the time, when a cloudlet or task responses to a specific input
and start processing. It can be calculated by the sum of waiting time
and submission time. It also directly effects on the waiting time of the
cloudlet or tasks.

• Execution Time:
It determines the time that is consumed by the implementation of cloudlet
or task. Minimum execution time is required for cloud provider and user,
to enhance the efficiency. It also effects the overall performance.
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Figure 3 System Architecture.

• Makespan:
It determines the maximum completion time of cloudlet or task, when
the resources are allocated to the users. So it is necessary to reduce the
makespan of specific cloudlet otherwise the request will not be fulfilled
on time.

• Bandwidth/Speed:
Bandwidth is also defined as the amount of data that can be transferred
or executed in a fixed amount of time. It is usually preceded in bits or
bytes per second (bps).

• Priority:
It refers to a cloudlet or task that is regarded or treated more important
than the others.

4 AHP - Modified Approach

The modified AHP method is used to calculate a priority value, called weight,
for each task based on its attributes and the user requirements. From the
Figure 4, we can see the various steps involved in deriving the priority value or
weight used for sorting the various tasks. To make a decision in an organized
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Figure 4 Hierarchy of Selected Criteria.

way and to generate the pairwise matrices, one should have relevant and
sufficient knowledge about the application and the cloud environment setup.

• Select the Criteria:
Define the various criteria to be considered by taking into account the
user requirements and the capabilities of the available data centers. The
Designers must choose the criteria that are important in their viewpoint.
In this example we have taken the application requirements (completion
time, storage size, computational capacity of the data center hosts) and
user requirement (user’s task ranking) as our judgement parameters and
it is shown in Figure 4.

4.1 AHP Simulation

In this simulation we have imported various classes available in the CloudSim
library to create our custom java scheduler class – AhpScheduler, where the
actual computational steps for calculating the global priorities is carried out.
Apart from this, additional attributes (CloudletPriority and CoudletID) are
included in the pre-existing Cloudlet java class. The length of instructions
is used as a factor for determining the completion time. The storage space
required is determined by the size of the input/output file. The number
of processing elements required to complete determines the capacity of
computing resource required for the tasks execution. The user’s ranking value
is also added to shows the importance of the task, based on user’s need.

The simulation is run for various scenarios and the results are recorded.
Similarly, the same set of scenarios is also simulated for the default FCFS
scheduling class present in the CloudSim library files. Using these results we
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Figure 5 CloudSim Project Setup.

can assess the performance of both the scheduling algorithms. It is illustrated
in Figure 5.

5 Results and Comparisons

We have submitted cloudlets ranging from 1000 to 5000 and noted down the
total time taken by them to execute with the virtual machine implementing the
policies – time shared and space shared, one by one. The outputs are analyzed
and the results are visualized using graph. Comparing the total execution
time from Table 1 (Space shared) and Table 2 (Time Shared) for Task sets
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Table 1 Total Execution Time recorded for Space shared VM allocation policy
Total Execution Time (Space Shared)

Number of Cloudlets FCFS AHP
1000 942.421 612.2041
2000 1885.061333 1227.0343
3000 2825.577 1840.763667
4000 3765.875 2452.674633
5000 4709.8505 3083.59

Table 2 Total Execution Time recorded for Time shared VM allocation policy
Total Execution Time (Time Shared)

Number of Cloudlets FCFS AHP
1000 66044.71467 29899.03604
2000 263895.8304 119690.8755
3000 593432.3197 271685.3025
4000 1055056.647 488940.0065
5000 1648291.749 751045.5264

[1000, 2000, 3000, 4000, and 5000] we can deduce that our modified AHP
approach for task scheduling out performs the default FCFS scheduling.

The line graphs are depicted in Figures 6 and 7, where the number of
cloudlets (X axis) is plotted against the total execution time (Y axis) for AHP
and FCFS schedulers, using space and time shared VM allocations. The scaling
factor for the horizontal axis is taken to be 1000.

Figure 6 Comparison of Total Execution Time for AHP and FCFS with Time shared VM
allocation.
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Figure 7 Comparison of Total Execution Time for AHP and FCFS with Space shared VM
allocation.

6 Conclusion

Today, most of the organizations are shifting towards cloud computing envi-
ronment for their different services requirements in order to find an alternative
solution for managing on-demand requirement of users. The organizations use
rental resources instead of buying additional resources. In this paper, AHP
approach is proposed for improving resource allocation in cloud computing
environment. It is believed that this approach reduces the execution time
of algorithm and effectively handles vertical elasticity by adding resources
in cloud server. The AHP has been evaluated by comparing with existing
algorithms namely FCFS (First Come First Serve) and round robin. Moreover,
the experimental results will show that whether using genetic algorithm can
effectively allocates the resources than any other algorithms. Finally, this
algorithm is also focused on how efficiency is effectively handled in cloud
computing environment while allocating resources since efficiency based
resource allocation scheme has been taken into account. The simulation results
demonstrate how far the scheduling algorithms works out for the allocation
of resources in cloud. For now the simulation tool has demonstrated how the
jobs are been scheduled based on genetic algorithm.
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