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Abstract

A computer virus or malware is a computer program, but with the purpose of
causing harm to the system. This year has witnessed the rise of malware
and the loss caused by them is high. Cyber criminals have continually
advancing their methods of attack. The existing methodol ogies to detect the
existence of such malicious programs and to prevent them from executing
are static, dynamic and hybrid analysis. These approaches are adopted by
anti-malware products. The conventional methods of were only efficient till a
certain extent. They are incompetent in labeling the malware because of the
time taken to reverse engineer the malware to generate a signature. When
the signature becomes available, there is a high chance that a significant
amount of damage might have occurred. However, there is a chance of
detecting the malicious activities quickly by analyzing the events of DNS
logs, Emails, and URLSs. As these unstructured raw data contains rich source
of information, we explore how the large volume of data can be lever-
aged to create cyber intelligent situational awareness to mitigate advanced
cyber threats.
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Deep learning isamachine learning technique largely used by researchers
in recent days. It avoids feature engineering which served as a critica
step for conventional machine learning agorithms. It can be used along
with the existing automation methods such as rule and heuristics based and
machine |earning techniques. Thiswork takes the advantage of deep learning
architectures to classify and correlate malicious activities that are perceived
from thevarious sources such asDNS, Email, and URL s. Unlike conventional
machine learning approaches, deep learning architectures don't follow any
feature engineering and feature representation methods. They can extract
optimal features by themselves. Still, additional domain level features can be
defined for deep learning methods in NL P tasks to enhance the performance.
The cyber security events considered in this study are surrounded by texts.
To convert text to real valued vectors, various natural language processing
and text mining methods are incorporated. To our knowledge, thisis the first
attempt, aframework that can analyze and correlate the events of DNS, Email,
and URL sat scaleto providesituational awarenessagainst maliciousactivities.
The developed framework is highly scalable and capable of detecting the
malicious activitiesin near rea time. Moreover, the framework can be easily
extended to handle large volume of other cyber security events by adding
additional resources. These characteristicshave madethe proposed framework
stand out from any other system of similar kind.

Keywords: cyber security, natural language processing, text mining,
machine learning, neural networks, deep learning, big data, cognitive security,
distributed and semantic word representation, domain generation algorithms,
uniform resource locator, spam, ransomware.

1 Introduction

With the rapid advancement of Internet, its services and applications, human
life has moderately transformed into a cyber space. This is virtual for both
individual sand organizations. Cyber security playsamajor roleintheongoing
development of technology, applications and Internet services. Threat actors
have been continually advancing their methods to cope up with firewalls,
antimalware systems, and intrusion detection and prevention mechanismsetc.
It has been reported that the private companiesin US have faced cybercrimes
cost of around $100 hillion and will be upsurge to over $2 trillion world-
wide[1]. Cyber security iscomposed of aset of toolsand techniquesthat canbe
used to preserve computers and its networks. It has been evolving, expanding
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steadily and swiftly due to the ever increasing demands of information and
communi cationstechnol ogies (ICT) systemsday by day. Itisone of the fastest
growing and ahighly complex cross-disciplinary field includingamanifold set
of domains such as natural language processing, image processing, complex
systems, mathematics and other domains. The quantity of data produced by
security artifacts from different sensors has been increasing at an exponential
rate in the last years and will retain to achieve this in the foreseeable future.
Thus, the cyber security hasinvaded the eraof big datato handlelarge amount
of data. To provide cyber situational awareness, the large volume of data has
to be processed.

Self-learning system is an important component for an organization to
analyze large amount of data, respond to attacks and security incidents and
to improve from an experience. This generally aims to identify the patterns
of malicious and non-malicious activities. Conventional security solutions
which are existing in markets are based on symbolic, signature driven and
heuristic based security systemswhere much of intelligence was not expected
from the system. Today’s security systems which are existing in markets are
capable of detecting the yesterday’s maware. Both the methods are relying
on the historical events and follows static learning approaches that hinder the
self-learning capability of the system. Symbolic and signature based detection
system depends on the pre-known signatures which exists in signature data
base, data base has to be updated continuously by domain experts to cope
up with the new attacks. Heuristic approaches follow behavioral analysis to
extract optimal features from various high dimensional data setswhich can be
used for classifying a scenario as an attack or normal with optimal resource
consumption. These solutions completely fail at detecting variants of existing
known attack or completely anew attack itself. Moreover, these solutions are
not typically considered as a self-learning system. These are no longer enough
to meet the demand of today’s evolving cyber threat landscape. Application
of machine learning techniques can detect these existing or entirely morphed
and mutated attacks. These techniques have found enormous application in
the context of various cyber security use cases. In the last decade, machine
learning applications are leveraged towards various cyber security use cases
such as botnet detection, malicious URL detection, spam detection, intrusion
detection, maware detection and many others [2]. These solutions have
the capability to meet the demands of advanced cyber security objectives,
cybercrime detection and prevention. With recent technological advance-
ment, deep neural networks a.k.a deep learning typically complex model of
conventional machine learning have advanced. Deep learning architectures
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showed significant improvement in comparison to the conventional machine
learning techniques in various long standing artificial intelligence tasks exist
in various domains such as natural language processing, speech processing,
image processing and many others[3]. Additiontothat, industrieshave started
to deliver deep learning based solutionsfor highly cognitivetasks®-2:3. Despite
the fact that the automatic feature learning, as opposed to manual feature
engineering has become the de facto standard methodological framework.
A security system which make use of conventional machine learning and
deep learning architectures are typically called as cognitive security system.
A cognitive security system facilitates to automate the process involved in
detecting and categorizing the malicious activities [4]. Conventiona neural
networkssuch asmulti-layer perceptron (ML P) arelimited by fixed-sizeinputs
and static input-output relationships, which can be difficult in dynamic system
modeling tasks. The conventional neural network assumes that all inputs are
independent of each other, and the neurons of each layer of thedirected acyclic
neural network do not interact with each other, and it is difficult to deal with
the problems associated with the input before and after. But many problems
in real life are presented in a dynamic system. The present state is often
depends on its previous state. Although it is also possible to calculate the
relevant content in the time window by dividing a long period of time into
a plurality of time windows of the same length, the time window has too
many dependencies and changes, and the size is not good. Convolutional
neural network (CNN) and recurrent neural networks (RNNSs) are two main
types of deep learning architecture. CNN hasturn out to be the state of the art
method inimage processing and surpassing human level overall performance.
Recurrent structures which include recurrent neural network (RNN), long
short-term memory (LSTM), gated recurrent unit (GRU) and bidirectiona
recurrent structures are used in sequential data modeling problems. One of
the commonly used RNNs is LSTM. The difference from the standard RNN
isthat the calculations function of the hidden layer unit is more complicated,
making the memory ability of the RNN stronger. In recent years, we have
seen awave of deep learning techniquesfor various security use cases [5-20].
These systems can also helpful to solve complex problems related to cyber
security in which humans incapable to solveit.

https://www.sophos.com/en-us.aspx

2https://www.endgame.com/

3http://techni cacorp.com/wp-content/upl 0ads/2017/01/WP_Deep-L earning-for-
Cybersecurity 111716.pdf
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Generaly, cyber security system in an enterprise composed of severa
layersof security. Each layersof security isaseparate system which generates
numerous log files. These log files contain activities of each user and devices
on the network. There is no well-established system which can collect data
from various log files, correlate them and identify the patterns of attacks
that will be helpful in early detection of advanced persistent threats or any
malicious activities. In[21] discussed the challengesinvolved in applying big
dataanalytics. In[22] showed that the performancein detecting and preventing
threats using big data analytics is good in comparison to the conventional
methods. Big data technologies can be used to support the integration and
mining of security related data sets. Data is collected from many internal
and external sources. Big data analytics is employed to analyze DNS log
information, network traffic, malicious activities etc. Various forms of data
and its larger size facilitate to derive greater value from the data. Big data
analytics has the capability to correlate data from different sources and apply
analytics on this data to provide classification and prediction options to the
end users. Thus the big data based systems are being part of cyber security to
handle the complex threats.

In recent days, organization employs multiple layers of security to enlarge
the probability of seizing and hindering the malevolent activity. However,
the attackers are still able to invade the network and continuously stay
undetected in the target system. This is due to the fact that each layer of
security system is relying on the rule and heuristics based system. This
work introduces the concept of machine learning “recipes’ for cyber security
use cases. Recipes state that how to configure machine learning tasks, so
that we can use automated attack detection to expose elementary attack
characteristics that can be difficult to detect using other means. Elementary
attack characteristics include DGA, malicious URL and Email. Recipe steps
composed of feature engineering, modeling method, comparison, and analysis
and result interpretation.

While all the research is focused on the detection of attacks, each work
has not demonstrated the ability to scale the detection methods at the scale
of Internet. Detection of these attacks at the scale of Internet in rea-time
is very important to mitigate the attacks before large-scale damage could
be done at country or global level [8]. In order to perform the analysis
at the scale of Internet in near real-time, there must be scalable algorithm
and architecture. The absence of scalable and distributed architectures in
solving cyber security related problems motivated the current research to
investigate the algorithms and devel op a scal abl e architecture. The algorithms
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investigated in this research are deep learning architectures. Many domains
have been getting advantageous through the use of big data technologies and
deep learning techniques, cyber security isone such domain which isrecently
leveraging big data technol ogies to solve many of the real time cyber security
use cases.

With the aim to classify the data located at different serversin distributed
way, distributed deep learning architectures are used. The objective of this
work is set asfollows

1. Develop a highly scalable framework, an extended work of [8, 23]
which is capable of collecting various security artifacts data of Internet
connected hosts of large network and perform web scale dataanalysisin
near real time that provide situational awareness. It has the capability to
process hillions of events per second in both real time and on demand
basis.

2. Develop acognitive architecture which doesasingle scale analysis of all
various security use cases including but not limited to DNSlogs, URLS,
and Emailsto detect malicious activities and provide an alert notification
on detecting malicious activities to the network administrator.

3. In this work, the applications of various advanced NLP techniques are
used to significantly amplify the malicious detection rate.

Therest of the parts of the paper are organized asfollows. Section 2 discusses
scalable architectures; Section 3 provides background knowledge on text
representation and deep | earning architectures and benchmark character based
modelson CNN, RNN and CNN-L STM. Section 4 discussesthe shortcomings
in cyber security. Section 5 includes problem formulation. Section 6 discusses
different cyber security use cases and outlines how conventional machine
|earning and deep learning can be empl oyed towards various use cases of cyber
security. Section 7 discusses the proposed architecture and its components
for organizational security. At last, conclusion, future work directions and
discussionsis placed in Section 8.

2 Scalable Architecture

For the purpose of security analysis, millions of event data can be easily
collected from various servers. However, analysis of large volume of datais
generally time consuming and storage required become impractical. In order
to deal with the large volume of data and the complexity of the event data,
the classification of such data must be solved with large number of features,
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training examples, or both. Since, these event data are collected from various
geographically separated servers, a highly scalable and distributed approach
IS necessary to solve the classification problem. To handle this, two types of
cluster computing framework is devel oped.

1. Distributed framework on GPUs (NVidia GK110BGL Tesla k40)
2. Distributed framework on CPUs

Due to the confidential nature of research, the detailed configuration details
cannot berevealed. Each system has configuration of (32 GB RAM, 2TB hard
disk, Intel(R) Xeon(R) CPU E3-1220 v3 @ 3.10GHz) running over 1 Gbps
Ethernet network. Apache Spark cluster set up is developed on top of existing
Apache Hadoop. The framework provides a scalable design and acts as a
distributed monitoring and reporting system.

In real-time, distributed deep learning architectures are used to process
extremely largevolume of datathat result from the system and network events.
The architectures are computationally efficient and that can be distributed
across multiple systems. These architectures have been studied for various
cyber security use cases in the current research work. There are different
frameworks exists publically and being used in devel oping computer vision,
speech recognition and natural language processing applications, but are too
inefficient for cyber security applications. This is mainly due to that fact
that the area of deep learning is practiced by very few researchers and aso
very few companies are working to deploy real time applications in cyber
security. The main reason why cyber security companies don’'t wish to switch
their methods because of the unique challenges has to be met by them. For
example, scanning thousands of filesper second etc. All conventional machine
learning algorithms are developed using Scikit-learn [24] and deep learning
architectures are developed using TensorFlow [25].

3 Background

Inreal-time, itisrequired to process extremely large volume of datathat result
from the system and network events. The algorithmsthat are computationally
efficient and that can be distributed across multiple systems have been
thoroughly studied for various cyber security use casesin the current research
work. The following section describes text representation methods followed
to extract features of texts and the algorithms that have been considered for
this research work to detect the malicious activities.
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Natural language processing (NLP) is a concept-inspired variety of com-
putational strategies for an automated analysis and representation of human
language. Be it machine learning or deep learning, raw texts cannot be given
as such to them. Before that, somehow those texts have to be converted into
numerical representations. Conventional approachesin NLP and text mining
suffersfrom high dimensionality and sparsity issue. Most of therepresentation
disregards the contextual, semantic and syntactic similarity between words.
Moreover, they completely fail to preserve the word order. These factors
would contribute towards achieving the good performance. Word embedding
is a continuous vector representation of words which helps to preserve the
contextual, semantic and syntactic similarity and sensitive to word order. It
appears clean that no cutting-edge NLP system delivers on the promise of
computers understanding language at a human stage.

3.1 Text Representation

Text representation is a process of characterizing the text into numeric form
using different forms such as words, characters, sentences etc. There are two
types of text representation most commonly used (1) character level (2) word
level.

Character level text representation takes an input text as a string of
charactersand automatically extractsfeatures using machinelearning models.
These features can be used for performing different tasks for eg. text
classification. There are different character level text representation exist, in
thiswork theefficacy of them are evaluated for cyber security use casesnamely
DGA domain name detection and malicious and phishing URL detection,
otherwise the best character level model will not be known for both DGA
domain detection and malicious and phishing URL detection. Word level
text representation takes an input text as a string of words and automatically
extracts features using machine learning models. These features can be used
for performing different tasks for e.g. text classification. There are different
word level text representation exist, in this work the efficacy of them are
evaluated for cyber security use case namely spam Email detection, otherwise
the best word level model will not be known for Email spam detection.

There are two types of text representation namely non-sequential and
sequential. These can be applied in both character and word level text
representation. Sequentia text representation method facilitates to preserve
the sequence information while non-sequential representation methods don’t
preserve the sequence information.
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3.1.1 Vector space model

Bag of words (BoW): It is most commonly used method which takes fre-
quency of word/character as afeature. It doesn’'t preserve the word/character
order and syntactic and semantic relationship among word/character
representations. To fuse statistics based on external source of informa-
tion, Term document matrix (TDM) and term frequency-inverse document
frequency (tf-idf) were introduced [26]. TDM gives over weights to the
frequently occurring words/characters. Most common words like a, an, the,
etc. can’t be considered as important words towards final stage classification.
To avoid this technique tf-idf was introduced. This has the ability to give
importance over therarely occurring words/characters. Both of these methods
fail at preserving the context of the words/character. To capture the context
of the words/character, the n-gram technique was introduced and it looks
the co-occurring word/character sequence of a particular length. This helps
to learn the local word/character ordering, for example bigram consider that
the words/character that are adjacent to each other. This type representation
produces sparsity in text representation and ends up in producing the worse
results. To aleviate this, minimum document frequency is considered that use
threshold to keep the term in the vocabulary.

3.1.2 Vector space model of semantics

The dimension of the matrix produced for text corpus by vector space model
islarge. Thisis generally depends on the vocabulary size. Thus, the classifier
has to completely deal with the large number of features for classification.
Moreover, al features may not contribute towards classification. To solve
this, vector space model of semantics was introduced. This method basically
applies matrix factorization approaches on the TDM or tf-idf to decompose
thematrix intolower dimension. Thistype of representation methodstypically
called as distributional representation [27].

3.1.3 Distributed representation

The representation method of vector space model and vector space model
of semantics fails to preserve the word order. Both methods can be together
called as non-sequential input representation [5—7]. Thusit ignoresthe spatial
correlation between words/characters. These methods consider the words as
discrete and unrelated symbols. The simplest word representation is one-hot
representation, which expresses each word/character as a very long vector.
The dimension of this vector is the size of the vocabulary, where only one
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dimension has avaue of 1, and the rest are 0. The dimension represents the
current word/character. This representation is very succinct, but it is easy to
cause dimensionality disasters and can't describe the relationship between
words/characters. Another way to represent it is distributed representation,
such as Word2vec. This method represents the word as a dense and low-
dimensional real vector. The vector can represent the position of awordin an
n-dimensional space, and similar words have similar positionsin space. Since
the context of the word is used during training, the word vector trained by
Word2vec naturally has some syntactic and semantic features. Each dimension
of it represents a potentia feature of a word and the spatial distance can be
used to describe the similarity between words.

1. Kerasembedding (KE): It isasequential representation method [5-7].
It forms a dictionary by assigning a unique key for each word/character
for the training texts corpus. The size of the dictionary denotes the size
of the feature vector. The words/characters are placed in an ascending
order in adictionary D based on the frequently occurred word/character
statistics. Each word/character of texts is assigned to an index of a
dictionary D. Word and character vectors are transformed to the same
length by choosing the fixed length. The word and character vectors that
are too long than the fixed length vector are discarded and zero padding
is done to vectors that are short than the fixed length.

2. FastText (FT): Itisalibrary developed by the Facebook research com-
munity, used primarily to capture the word representations and text
classification [28-30]. FastText has the capability to give vector rep-
resentation for uncommon words. The uncommon words can be broken
down into character n-grams and character n-grams are shared with the
common words. For example, a pretrained model is trained on news
data set, the security terms e.g. phishing can be the rare words. FastText
typically character n-grams embeddings method is more efficient than
the Word2vec and glove on smaller corpus.

3. Word embedding (WE): Word to vector a.k.a Word2vec is a most
commonly used tool in natural language processing (NLP) community
[31-33]. It learns the context behind words in an unsupervised way. In
generdl, it is similar to single layer neural network. Word embedding
represents the continuous representation of words which facilitates to
keep syntactic and semantic similarity and more sensitive to word
order. Word2vec forms avector representation for each and every single
word. Fast text infers that the word has to be formed by an n-gram
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of character. This can aso construct the vector representation for the
words that do not exist in the vocabulary. Both Word2vec and glove
fails to provide vector representation for words that do not exist in the
dictionary. Most commonly used methods to create word vectors are
skipgram and continuous bag of words (CBOW).

4. Neural-Bag-of-words (NBOW): It isafully connected network which
maps an input sequence of words X to one of K output labels
[34, 35]. For eachword w € X, acomposition function cis applied to the
sequence of word vectorsv,,. The composition function c isavector that
ispassed tofully connected layer to find out the probabilitiesfor thetarget

label as:
Z = % Z Uy 1
weX

yl = soft max(W;z +b) 2
where W; isk x d matrix, b isabias vector and softmax is defined as

follows oxc
soft max(q) = % (3)

>_j—1€XD g

where k istarget labels.

3.2 Artificial Neural Networks (ANNSs)

An artificial neural network (ANN) is a computational model influenced by
the characteristics of biological neural networks. Feed forward neural network
(FFN), recurrent neural network (RNN) and convolutional neura network
(CNN) are belongs to afamily of ANN.

3.2.1 Feed forward neural network (FFN)

Feed forward neural network (FFN) creates adirected graph in which agraph
iscomposed of nodesand edges. FFN passesinformation along edgesfrom one
node to another without formation of acycle. Multi-layer perceptron (MLP) is
atypeof FFN that contains 3 or morelayers, specifically oneinput layer, oneor
more hidden layer and an output layer in which each layer has many neurons,
called as units in mathematical notation (as shown in Figure 1). The number
of hidden layer is selected through following hyper parameter fine-tuning
approach. The information is transformed from one layer to another layer in
forward direction without considering the past values. Moreover, neuronsin
each layer arefully connected. MLPisdefined mathematically asO : R™ x R™
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Inputlayer Hiddﬁnlayer Outputlayer
1

ooooooooooooo

@%
Figure1 Architecture of Multi-layer perceptron with one hidden layer, al connections are
not shown.

where misthe size of theinput vector x = x1, 9, -+ , m_1, Ty @ndnisthe
size of the output vector O(x) respectively. Each hidden layer h; computation
is mathematically defined as

hi(z) = f(w]z + b;) 4

where h; : R%*1 — R%, f: R — R, w; € R™%-1,b € R% d; denotes
the size of the input, f is non-linear activation function, as either sigmoid
(valuesintherange [0, 1]) or tangent function (valuesintherange[1, —1]). In
case of multi-class classification, MLP uses so ftmax function as non-linear
activation function. Softmax function outputs the probabilities of each class
and selection of largest value among probabilities gives a more crisp value.
They are defined mathematically as follows

1

W) =1 ©)
e —1
tanh(y) = Y (6)
SM(y)i = E:neylieyi (7
j=

Equations (5), (6) and (7) for sigmoid, tanh and softmax nonlinear acti-
vation function respectively. MLP can be mathematically formulated for n
hidden layers as given below

H(x) = Hy(Hp1(Hna(- - (H1(2))))) (8)
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L oss functions, steepest descent or gradient descent and
back propagation

As MLP has parameterized functions, finding an optimal parameter is an
essential towards achieving good performance. This includes loss function
asaninitial step. Loss function is used to calculate the amount of difference
between the predicted and target values. Thisis defined mathematically as;

d(t,p) =l t—p |3 (9)

wheret denotes the target value and p denotes the predicted value.
Multi-class classification uses the negative log probability with the t as
the target class and p(pd) as the probability distributions

d(t,p(pd)) = —log p(pd): (10)

The loss function is defined as below

n

. 1 ,
ZOSS(ZmOn) T ;d(ouf(zz)) (11)
Thistypeof lossfunction will beused in thefollowing discussed deep learning
architectures. Loss function has to be minimized to get better resultsin neural

network. A loss functions is defined as
1 n
Trai ©_0 = Li,o = i 'i 12
raing o(0) = Lio(f) = ;c«o fo(ii)) (12)

where§ = (wy, b1, -+ , Wy, by)

Loss function minimization L; () is done by following aright selection
of value§ € R? and inherently includes the estimation of f;(p;) and V fy(i;)
at thecost |i-o|.

m@in L(0) (13)
Thereare various optimization techniques exists, Gradient descent isone most
commonly used. Gradient descent uses the following rule to calculate and
update parameter repeatedly.

0" = 0,14 — aVoL(6) (14)

where o denotes learning rate and it is selected based on parameter tuning.
To find aderivative of L, backpropogation or Backward propogation of errors
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algorithm is adopted. Backpropogation uses chain rule to compute § € R?
withtheaimtominimizethelossfunction L;_,(¢). However, most of theneural
network uses an extension of backpropogation called as stochastic gradient
descent (SGD) to find minimum 6. SGD usesamini batch of training samples
im_om, in which training samples i_o are chosen randomly instead of using
the entire training set (im_om C i-m). SGD update ruleis given as

0" = Go1q — aVeJ (0;im D, jm ) (15)
where im(®, jm) denotesinput-output pair training samples.

3.2.2 Recurrent neural network (RNN)

Recurrent neural network (RNN) is an improved architecture of conventional
multi-layer perceptron (MLP) [36]. It contains a self-recurrent connection
which facilitates to capture and transform the time information across
time-steps. This nature of characteristics helps RNN to learn the temporal
information. This has obtained good performance in various tasks related to
NLP, speech recognition, image processing and others [3]. Generally, RNN
takesaninputz = (1, 29, ...., o7 ) (Wherez; € R?) and transformsto hidden
input sequence h = (hy, ha, ..., hy) recurrently with the help of atransition
function ¢ f. The hidden state vectors at each time step t are estimated as a
transition function ¢ f of current input sequence x; and previous hidden state
vector h;_1, as shown below

0 t=20
T = { tf(hi—1,x¢) otherwise } (16)

where ¢ f is an affine transformation of x; and h;_1. This kind of transition
function generates vanishing and exploding gradient issue when we propagate
the error back in many time steps through back propogation through time
(BPTT) in the deep unrolled RNNs network models. To minimize the van-
ishing and exploding gradient issue, [37—39] introduced LSTM. It contains a
memory block that iscompaosed of memory cell and aset of gating functions. A
memory cell actslikeacontainer which carriesinformation from onetime step
to another. Theinformation of amemory cell is controlled by gating functions
such as input gate, output gate and forget gate. Additionaly, it contains a
peephole connection that helps to learn the precise timing of output. Input
and output gate controls the flow of input and output and forget facilitates to
forget the information of a memory cell. The computation of LSTM units at
time step T can be generally defined as follows.
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iy = o(wjzy + Uihy—1 + Vimy—1 + b;) (17)
Je =o(wpzy +Uphy—1 + Vymy_1 + by) (18)
ot = o(woxt + Upht—1 + Vomi—1 + by) (19)

mly = tanh(wmze + Uphi—1 + byy) (20)

my = fr ©me_1 + i ©ml (21)
hi = o ® tanh(my) (22

where z; isthe input at time step t, o denotes sigmoid activation function.
[40, 41] identity-recurrent neural network (IRNN), [42] gated recurrent unit
(GRU) and [43] clock-work RNN (CWRNN) are most important types of
RNN. IRNN contains minor changes in comparison to RNN. This has signif-
icantly performed well in capturing long-range temporal dependencies. The
minor changes are related to initialization tricks; to initialize the appropriate
RNNSs weight matrix using an identity matrix or its scaled version and use
ReLU as non-linear activation function. Moreover, this method performance
iscloser to LSTM in 4 important tasks; two toy problems, language modeling
and speech recognition. GRU is a minimal set of LSTM units. CWRNN is
avariant to standard RNN architecture in which the hidden layer subdivided
into parallel M modules. Each such M module runs at various clock rates T,
and weight matrices in modules are get updated based on the condition t mod
T,, = 0 across time stepst otherwise the previous states are retained.

In addition, hidden layer with many time steps of CWRNN network facil-
itates to learn both the short term and long term dependencies of the temporal
patterns in sequence data. As previously discussed RNNs are unidirectional
that focused on modeling the temporal patterns with considering the previous
timestep context informationfor output at eachtimestep. Bidirectional RNN is
an extension to conventional RNN that model the dependence of both present
and future states with forward (start to end of the sequence) and backward
direction (end to start of the sequence) [44]. The computation of forward
(fromt = 1 to T) and backward pass (fromt = T to 1) in hidden layer and
updating output layer (o) is mathematically formulated as:

ﬁt = a(wacﬁxt + w ﬁt_l +b.-) Forward pass (23)
ht= a(wxzxt T W hiy1 + b;) Backward pass (24

ot = wr hy” +we h™ + b, Output layer (25)
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Bidirectional LSTM isformed by combining BRNN with LSTM which helps
to capture long range context in both the directions [45].

3.2.3 Convolutional neural network (CNN)

The phenomenal success of convolutional neural network (CNN) intheimage
domain hasinspired many researchersto experiment CNN invariousdomains.
In text domain, in order to best understand the meaning, it is necessary
to consider the text as a temporal sequence (i.e. each word occurring in
the space of time) rather than considering them as an independent feature
[46, 47]. The convolution is seen as the operation of blending of features, it
is inferred that convoluted representation has information of nearby words.
In NLP, operations are performed over representations given to the text.
These representations are given either in the word or character level. In
word level, each word is given a vector representation, which is either
randomly initialized or assigned through the distributed representations of
words. Vector dimension or length of the representationsis empiricaly fixed;
this corresponds to the amount of information contained in it. In temporal
convolution, the convolution is performed over the temporal sequence. Here
the filter dimension must be equal to the vector dimension of the word em-
bedding. So during convolution, filters slides over the words. In convolution
operation, over a window of h words, a filter w is applied to produce new
features.

0; = f(w.zsitn—1 +b) (26)

Here, o; isnew feature obtained for thewords, z;.; 11, bisthebiasterm and
f isnon-linear function. Similarly, features are obtained for all possible word
windows as

0=1{01,02, " ,0s:ith—1} (27

Then max-over time poolingisdone over every feature map of al theavailable
filter, which gives o1 = max{o} - ol is the feature of the corresponding
filter. The idea of max-over time pooling is to capture the most significant
feature in each feature map. The max-over time pooling naturally deals with
different length sequences and decreasesthetempora dimension. The pooling
operationisgenerally connected to adenselayer and output layer. The number
of classesisequal the number of neuronsin the output layer. Instead of passing
the pooling layer features into fully connected layer, it can also be given to
recurrent layer i.e. LSTM to capture the sequence related information across
the words sequence of the textual data[48].
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3.3 Syntactic Patterns for Identification of Ominous Online
Factors (SPOOFNet)

Syntactic Patterns for identification of Ominous Online Factors (SPOOFNet)
was proposed by [20] for online scams and cybercrimes detection. This
composed of embedding for converting text into numeric vector represen-
tation, combination of convolutional neural network and long short term
memory (CNN-LSTM) for feature extraction and fully connected layer for
classification. An embedding layer used 128 asembedding size, CNN used 128
asfilter size, pool length 2. LSTM layer includes 70 memory blocks. To avoid
overfitting, dropout of 0.001 was used in between the CNN and LSTM layer.
Thefully connected layer includes sigmoid activation function to classify the
event asmaliciousor legitimate. The performance of the proposed method was
evaluated for DGA and malicious URL detection. This has performed well in
comparison to the classical text representation along with classical machine
learning algorithms.

4 Shortcomings in Cyber Security

Though large published machine learning based cyberattack detection solu-
tions exists, enterprise companies are still struggling with a contradictory
dilemmabetween sel ection of machinelearning algorithm and benchmark data
set. Finding an adequate data set for cyber security use casesis often difficult.
Due to privacy and security concern, the security researchers aren’t wishing
to proportion their data sets to the public for further research. A few data sets
exist but these data sets have their own issues. Most common issues are, (1)
most of the data setsare out dated (2) they are not real representative data sets.
Thus these data sets are not considered as benchmark to check the efficacy
of various conventional machine learning and deep learning algorithms. The
vast majority of security companies make their data set private and moreover
companies do not want to reveal that they have been attacked. These are
al the main factors why use cases of cyber security doesn't have generic
method and why industrieslagging behind in leveraging the machinelearning
technigues to the development of real time products to detect and classify
the malicious activities. There are various research papers on various use
cases of cyber security with supervised, unsupervised and semi super- vised
exists. Most of the published results have used their own private data setsin
evaluating the efficacy of various conventional machine learning algorithms
and deep learning architectures. Though, these approaches cannot be regarded
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asgeneric methodsdueto the datasetsare distinct inthe methods. The detailed
information on why the existing machine learning based solutions can’t be
deployedinreal timeisdiscussed by [49]. Moreover, the problems existing in
adopting the data science to the security analyticsis briefly discussed by [50].
Thus, these factors have made cyber security as an evolving area of research,
new methodswill help to detect and alert for maliciousactivities and advanced
persistent threats more accurately in atimely manner.

5 Problem Formulation

Let ¢ = {c1,c2,¢3, - cpn, 1}, here ¢; denotes domain name, co denotes
URL and ¢3 denotes Email and | denotes label which is O (legitimate) or
1 (malicious). The am is to label the domain name, URL and Email into
either legitimate or malicious. It is a supervised learning problem. For each
task, initially label ed datais used to train the machinelearning model and these
models can be deployed in real time systems to detect the malware activities
in atimely manner using various data sources such as DGA, URL and Email.

6 Cyber Security Use Cases

In this work, domain generation algorithm (DGA), uniform resource locator
(URL) and electronic mail (Email) cyber security use cases are considered.
For each use cases, the performance of classical machine learning algorithms
and deep learning architectures are evaluated on both the publically available
and private data sets.

6.1 DeepDGANet (DDN): Detecting DGA Generated Domain
Names Using SPOOFNet

6.1.1 Introduction

M odern malwares use Domain Generation Algorithms (DGA's) which helpsto
generate pseudo random domains for resilient communication. Their motive
is to avoid the blacklisting and evade the intrusion detection systems (IDS).
Malware create arendezvous channel for communication with Command and
Control (C&C) servers. Generaly techniques like blacklisting and reverse
engineering the malware binary code are employed in the DGA detection.
But attackers have evolved from using the conventional domain obfuscation
techniques to more advanced techniques out of them fast fluxing is the most
prominent technique. Therearetwo typesof fast fluxing, oneisdomain fluxing
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and other one is IP fluxing. This work is towards domain fluxing, domain
fluxing uses DGAs. DGA detection became harder using the conventional
manual analysis they consume more time for detection, labor intensive, error
prone and less accurate. More over the conventional techniques completely
failsto detect the new DGA generated domain.

Due to rapid growth and variance in DGA sophistication and complexity
and to overcome the limitations, Machine learning techniques for DGA
has recently received substantial attention. Both the unsupervised learning
and supervised learning techniques are used for finding the DGA domains.
Grouping of DGA domains into clusters in order to determine the statistical
attributes and identify patterns is employed in unsupervised learning. DNS
server is queried for the domain name resolution to the IP address and
when that resolution fails it leads to Non Existent (NX) domains and by
identifying the NX domain traffic and analyzing the NX domains can be
used for DGA detection. Pleiades [51] DGA detection system uses this
unsuccessful domain name resolutions for detecting and classifying the DGA
domains. This technique is time consuming and required lot of data and
processing for domain clusters for generalization. One more limitation of
unsupervised learning is when one or few bots are associated with same
DGA in anetwork then they fail to extract statistical attributes. In supervised
learning manually features have to be extracted for training the model.
Entropy attribute, Dictionary matching and n-grams are the different features
that are commonly used [52]. Classical machine learning techniques needs
labor intensive, time consuming and domain expertise for manual feature
engineering and selecting the features for DGA is aso a challenging task
as DGA are highly dynamic and volatile. To overcome these drawbacks
recently researchers started using the deep learning algorithms for DGA
detection because of the following advantages automatic feature extraction,
availability of large amount of data, ability to generalize well, providing high
accuracy. [53] has done a detailed analysis of the performance of LSTM on
DGA detection and categorization. For comparative study the HMM and
bigram text representation with random forest classifier was used. LSTM
performed well in all the experiments in compared to the other approaches.
[7] performs both DGA binary class classification and multi class classifica
tion using different deep learning architectures LSTM, RNN, IRNN, GRU,
CNN, CNN-LSTM and also comparing the performance of the mentioned
deep learning architectures using the conventional machine learning bigram-
logistic regression (LR) algorithm (N-gram based) which clearly showed that
deep learning gives significant performance improvements over the machine



208 R Vinayakumar et al.

learning techniques. [6] Uses the big data approach to detect the DGA in
scale for rea time by using the apache spark big data platform. Both the
binary class and multi class DGA classification is performed using machine
learning algorithms (Random Forest, Decision tree and Naive Bayes) and
deep learning architectures (RNN and LSTM) comparison using one train-
ing dataset and two diversified test datasets one collected from the publicly
available sources and other collected from an internal network. LSTM has
outperformed all the other algorithm’s both in the binary class and multi
class classification tasks. [8] has devel oped a scalable cyber-threat situational
awareness platform for the DNS data analysis in real time and gives alerts
and early warnings for threats in the networks. LSTM, GRU, CNN-LSTM,
RNN, I-RNN, CNN, Bigram with logistic regression were used with character
level embedding layer. LSTM architecture gave highest accuracy because
of the ability to remember sequential information. It performs packet level
analysis and also time based analysis by capturing the temporal aspects
of the DNS network traffic. [54] uses state the art Convolutional Neural
Networks (CNN) architectures Alexnet, VGG 16, VGG 19, Squeeze Net,
Inception V4, Residual Net for DGA domain classification achieving a very
good accuracy but this method involves huge computing and requires high
configuration Graphical Processing Unit (GPU) system. [55] uses dataset
collected from large amount of real time network traffic compared to previous
works which uses less data or data which is not real time and generated
synthetically. CNN, LSTM deep learning architectures are used for binary
and multi class DGA classification but the resulted accuracy is comparatively
less and underperforming compared to the dictionary based methods and they
assumed that same DGA generated domains do not repeat for long time.
[56] performs a comparative analysis of 5 various benchmark deep learning
architectures using the character level embedding and tested on dataset with
100K domain names but | acks the comparison between conventional machine
learning algorithms performance with deep learning architectures. [57] Per-
forms a more detailed comparative analysis using HMM (statistical markov
model), C4.5 (greedy top down decision tree based algorithm), Extreme
Learning machines (ELM), SVM (uses kernedl function for classification in
higher dimensionsusing hyper plane), LSTM, Recurrent SYM, CNN+LSTM,
Bi-LSTM machine learning algorithms and deep learning architectures using
areal world dataset consisting of 1 benign domain class (collected from alexa)
and 37 DGA classes performing experiments on multi class classification but
lacks binary classification experiments using the same algorithms. Following
in this work we evaluate the SPOOFNet architecture for DGA detection and
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categorization on both the public and private data sets. This module makes
the following contributions

1. A comprehensive analysisof SPOOFNet architecture and compared with
the other deep learning architectures and classical machine learning
logistic regression with n-gram text representation.

2. Thiswork shows how the DNS data can be correlated with other cyber
events to create situational awareness framework.

3. In experimental analysis, we have used both the public and private data
sets.

6.1.2 Domain generation algorithms

Domain generation algorithms (DGAS) are the algorithms used by the bots
to periodicaly generate the domain names using various techniques like
random permutations, combinations of characters and using dictionary based
characters generation. Few of the well-known and as well as most commonly
used DGA s are BankPatch, Conficker, Bonnana, Murofet, and Bobax.

The bot residing in the infected machine has to communicate with the
C&C server and instead of using a static hard coded domain name which
can be easily blacklisted it uses the DGA generated domain name (which
is highly dynamic) and queried to DNS server for domain resolution to
C&C server IP address. DGA generates a huge number of domains but out
of the only few will lead to successful domain resolutions and remaining
will be result in NXDomain response from the DNS server as shown in
Figure 2.

(1) request

abc.com, def.coT..—- = I._ :

I':

L |
E
NXDomain, 215.124.12

(2) reply

C2C server
176.215.124.12

Figure2 Communication between bot or malware and C2C server.
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6.1.3 Description of data set

There are two types are data set are collected. Data set 1 is collected from
public sources and Data set 2 is collected from private source [8]. For
both the data sets legitimate domain names are collected from Alexa and
OpenDNS. Malicious domain names are collected from publically available
DGA algorithms, 360-dga, OSINT real time DGA feeds and DGArchieve.
Malicious domain names for Data set 2 are collected privately inside CEN
Ethernet LAN by following [8]. The detailed statistics of Data set 1 and Data
set 2 arereported in Table 1. A sample DNSlog is shown in Figure 3.

6.1.4 Proposed architecture
The overview of the proposed architectureis shownin Figure 4. It istypicaly
called asDeepDGANet (DDN). It composed of 3 different sections. They are

1. Embedding
2. Feature extraction
3. Classification

Embedding composed of preprocessing, in preprocessing the characters of
domain name are transformed into small letters to avoid over fitting. Other-
wise, the architectures might need more computation to learn the significant
features. The domain names are transformed into numeric vectors using text
representation methods of NLP. These numeric vectors are passed into deep

Tablel Detailed statistics of data set

Data set Legitimate DGA generated Total
Data set 1 Training 1713121 1010121 2723242
Dataset 1 Testing 655683 135056 790739
Data set 2 Testing 7462 112340 119802
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Figure3 DNSlog.
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Figure4 DeepDGANEet (DDN).

learning architectures to extract optimal features. Finally these features are
passed into fully connected layersfor classification. Thefully connected layer
contains sigmoid nonlinear activation function with binary cross entropy as
loss function. Sigmoid activation function outputs O or 1, where O indicates
legitimate and 1 indicates DGA generated. The binary cross entropy is defined
mathematically as follows

N
1
loss(pd, ed) = N 2[edi log pd; + (1 — ed;) log(1 — pd;)] (28)
where pd is a vector of predicted probability for al samplesin testing data
set, ed isavector of expected class label, values are either O or 1.

6.1.5 Results and observations

All Deep learning architectures and classical machine learning agorithms
are trained using the training data set of data set 1. The training data set is
randomly divided into 70% and for train and 30% for validation. Validation
data helped to monitor the train accuracy over epochs. The performance of
the trained models is evaluated on the test data set of Data set 1. In order to
know the how trained model is ableto generalize well on the unseen samples,
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the trained models is evaluated on the Data set 2 testing. In all experiments
with both testing data sets, the deep learning architectures performed well in
comparison to the classical machine learning algorithms. Moreover, the per-
formances obtained by various deep learning architectures are amost closer
in both the testing data sets. Thus voting methodology can be employed to
enhance the DGA detection rate. This is remained as one of the significant
direction towards future work. The detailed results for test data of Data set 1
and Data set 2 are reported in Tables 2 and 3 respectively. The ROC curve for
test data of Data set 1 and Data set 2 isshown in Figures 5 and 6 respectively.

6.1.6 Conclusion, future work and limitations

Inthissub module, the SPOOFNet architectureiseval uated for DGA detection.
Additionally, the performance of other deep learning architectures, benchmark
modelsand classical machinelearning with bigram text representation method
are evaluated. The performances obtained by deep learning architectures are
closer. Thus voting methodology can be applied to enhance the performance
in detecting the DGA generated domain names. This is remained as one of
the significant direction towards future work. Deep learning architectures
performed well in comparison to the classical machine learning algorithms.

Table2 Detailed test results on Data set 2

Models Accuracy Precision Recall Fl-score
RNN 0.718 0.999 0.700 0.823
LSTM 0.754 1.000 0.738 0.849
GRU 0.770 0.999 0.755 0.860
CNN 0.721 0.999 0.703 0.825
CNN-RNN 0.789 0.998 0.776 0.873
SPOOFNet 0.807 0.999 0.795 0.885

Logistic regression bigram 0.700 0.999 0.681 0.810

Table3 Detailed test results on Data set 1

Models Accuracy Precision Recall Fl-score
RNN 0.982 0.921 0.980 0.949
LSTM 0.983 0.932 0.971 0.951
GRU 0.983 0.926 0.976 0.950
CNN 0.982 0.922 0.978 0.949
CNN-RNN 0.984 0.947 0.958 0.953
SPOOFNet 0.984 0.948 0.960 0.954

Logistic regression bigram 0.974 0.948 0.899 0.923
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Thisisprimarily due to the reason that, most of the deep |earning architecture
has used K eras embedding as DGA representation method. Keras embedding
has the facility to capture the sequence information among the characters
in the domain name. In recent days, the numbers of DGA malwares are
rapidly growing. Most of these malwares are self-similar in nature. ThusDGA
categorization has been considered as significant task. This helps to get the
detailed statistics of DGA maware family. This is remained as one of the
other significant direction towards future work. Additionally, the performance
of the proposed deep learning architecture is not evaluated in an adversarial
environment. This type of study helps to identify the robustness of the
architectureinreal time. Thiscan be one of the other future directionstowards
future work.

6.2 DeepURLNet (DUN): Detecting Malicious URLs Using
SPOOFNet

6.2.1 Introduction

The Internet isaglobal computer network which has enabled people to easily
communicate and shareinformation. Thereisamassiveamount of information
available on the Internet for just about every field. The application of Internet
ranges from personal communication, business transaction, entertainment
purposelikeweb surfing, promotional campaigns, financial transaction, online
shopping, and reservations and so on. With the plenty of positive aspects
that Internet has to offer, it is also accountable for the security and privacy
concerns. The Internet is the source of al the information that is freely
available, is being misused such as visiting the unknown sites, Internet theft
and unknowingly providesinformation to the third party. Thereisagreat deal
of anonymity to the authenticity of the source through which theinformation’s
are exchanged. Recent days, uniform resource locator (URL) is used most
commonly to spread malware to end user hosts. Because of the ease of attack
and the amount of confidential information that gets available directly from
the user made attacker’sinterested in URL based attacks and many diversified
technigueslike Phishing (redirecting user to malicious URL which pretendsto
be original), Drive by download (user un intentional and unaware download
of malware just by visiting the malicious URL), spam attacks by exploiting
the pluginsand browsersvulnerabilities. Blacklisting wasthe most commonly
used method to detect malicious URL, blacklisting completely fails to detect
new URLs.
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To detect new URLSs, machine learning based solutions are used. There
are various machine learning based solutions exist and most of them are
based on various feature engineering approaches. In [58] discussed vari-
ous features with classical machine learning classifiers to detect malicious
URLSs. [59] uses machine learning classifiers for the long and short malicious
URL classification. Using features as domain age, link and domain creation
difference for long URL’s and link creation click lag, referring domains type
features for the short URL's. They have used Naive Bayes, Decision tree,
Random forest classifiers for only binary class classification of the benign
and malicious domains along with providing feature ranks for choosing the
optimal features and inferred that referring domains type feature carries more
information for classification. [60] Perform a detailed survey regarding the
machine learning techniques for malicious URL detection and also proposes a
general processing framework using machine learning along with practical
challenges and open problems. Feature representation consists of Feature
Collection, Feature preprocessing, Blacklisting features, lexical features (both
conventional and advanced), Host based features, content based features.
[61] Performs a survey on various phishing attacks used in Email filtering.
Methods for measuring the effectiveness and the ranking for the features are
proposed. Both the supervised learning and unsupervised learning algorithms
are applied for the phishing detection. Types of phishing attacksand protecting
approaches are discussed along with various machine learning algorithms
SVM, K nearest neighbors, Naive Bayes, Boosting with Bag of words
and Term frequency inverse document frequency (tf-idf) text representation
based techniques are discussed. Architecture for a robust classifier model
is proposed. [62] Discusses history and evolution of phishing, total attack
incidents reported, Statistics of phishing websites based on domain type and
country, phishing life cycle. Also discusses different types of performance
evaluation metrics, features of URL, tools and data sets available, Taxonomy
of Phishing defense methods, open issues and challenges. These approaches
rely on feature engineering. This requires extensive domain knowledge and
considered asone of the significant task. In recent daysthe application of deep
learning agorithms are leveraged towards malicious URL detection. These
methods performed well in comparison to the classical machine learning
methods. This completely avoids feature engineering method where it can
obtain optimal features itself.

In [63] proposed a malicious URL detection system using CNN and
compares the result with other two algorithms SVM and L ogistic Regression
(LR). Using a dataset of 75,643 malicious URLs and 3,44,821 benign URLs
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accuracy rate of more than 96% is achieved in detecting malicious URLS.
In [64] evaluated performance of various different deep learning agorithms
and also hybrid network to detect malicious URL. Deep learning algorithms
perform better than hand crafted feature mechanism. They achieved a highest
accuracy of 0.9996 for LSTM and 0.9995 for hybrid network of CNN and
LSTM. In [62] evaluated the performance for classification of both the
malicious URL and DNS using the character level embedding with CNN
architecture. It proposes a online threat intelligence system which identifies
and blacklisting both the malicious URL and DNS on the dataset. It is
collected from the public available sources. But lacks the comparison with
other machine learning algorithms and deep learning architectures. In [65]
proposed a deep learning model for detecting malicious URL from the URL
directly which also helpsin resolving the problem of detecting the rare words
found in the URL. For learning the embedding’s of URL it applies CNN to
the URL at both words and characters level. Proposed URLNet has around
similar accuracy for Word level and Character level URL whereas URLNet
has much better performance as compared to other methods. This framework
helps URLNEet to learn the embedding's for new words found at the testing
time. In [66] designed a character level deep neural networks for URL and
DNS detection system which automatically extracts the malicious feature by
using some Natural Language Processing (NLP) methods which maps the
stringsof DNSand URL into vector form. Character level deep learning model
outperformsthe other baseline approacheslike Features based and Word level
CNN. [67] proposed a method for detecting and categorizing malicious URL.
For binary classification it uses deep neural network and feature selection
using stacked restricted Boltzmann machine. [68] compares the traditional
machine learning algorithm random forest tree with the LSTM deep learning
architecture with 3 fold cross validation. 14 features for statistical and lexical
analysis of URL's. Clearly RNN getting 5% better performance than the
Random forest tree classifier algorithm without requiring labor intensive
and time consuming manual feature extraction. In [69] uses gated recurrent
neural networks (GRU) for classifying the malicious URL. Performs multi
class classification (using 6 classes legitimate, XSS injection, SQL injection,
sengitive file attack, directory transversal, other attacks) and compared with
machine learning method random forest agorithm by using 21 different
features and GRU outperformed the random forest with 4 randomly chosen
testing sets. In [70] discuss about how malicious actor may bypass the Al
malicious threat detection system by using some Al agorithm. Created an
agorithm called Deepphish which learns to create better phishing attacks
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using LSTM. Two malicious actors were able to increase their efficiency
from 0.69% to 20.9%, and from 4.91% to 36.28%, respectively by using
the algorithm on their data by the measurement of percentage of attacks
unable to detect by a proactive detection system. Following in this work
we evaluate the SPOOFNet architecture for malicious URL detection on
both the public and private data sets. This module makes the following
contributions.

1. A comprehensive analysisof SPOOFNet architecture and compared with
the other deep learning architectures and classica machine learning
logistic regression with n-gram text representation.

2. This work shows how the URL data can be correlated with other cyber
events to create situational awareness framework.

3. In experimental analysis, we have used both the public and private
data sets.

6.2.2 Uniform resource locator (URL)

Uniform Resource Locator (URL) is a subset of Uniform Resource | dentifier
(URI) which isunique string character identifier used to |ocate web resources
unambiguously acrossthe web, shown in Figure 7. Commonly URL’sare web
addresses used to |ocate the web servers for different applications web pages
(http), database access, file transfer (FTP) and Email. A typical URL structure
looks like http://www.xxxxx.com:xxxx/. It starts with the protocol identifier
followed by the domain name a ong with domain extensions like followed by
an optional port number.

URL’s can be classified into Static URL and Dynamic URL based on
the tempora behavior of URL. Static URL will not change over time
and it remains constant without getting updated over time. A static URL
looks like http:/mww.xxx.com/archive/january.htm. Updating can be time
consuming because of the more URL’s. Dynamic URL are URL's change
over time and can be updated from the database, can be personalized based
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Figure7 Uniform resource locator (URL).
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on the user, no need of updating search indexing, can be changed easily.
Widely used ecommerce, content management systems, blogs and forums
where content is dynamic and updates frequently. A dynamic URL look
like http://xxxx.com/p/xxxxx/issues/detail 2d=31. URL’s consists of different
lengths based on browsers and generally it will be around 2,000 characters.
Because of the large size of the URL it becomes difficult for remembering,
sharing and entering them so many URL shortening services started to appear
whichwill not only shortensthe URL but al so obfuscate them. Thisled attacks
redirecting the usersto identical malicious domains created by them and steal
confidential information like personal details, credentials and bank details.

6.2.3 Description of data set

There are two types data set collected from public sources. Data set 1 is for
malicious URL detection and Data set 2 is for phishing URL detection. For
both the data sets legitimate URLs are collected from Alexa and DMOZ,
malicious URLs for Data set 1 is collected from MawareDomains and
MalwareDomainList and phishing URLSs for Data set 2 is collected from
Phishtank and OpenPhish. The detailed statistics of Data set 1 and Data set 2
are reported in Table 4.

6.2.4 Proposed architecture
The overview of the proposed architectureisshown in Figure 8. It istypically
called asDeepURLNet (DUN). It composed of 3 different sections. They are

1. Embedding
2. Feature extraction
3. Classification

Embedding composed of preprocessing, in preprocessing; the characters of
URL are transformed into small letters to avoid over fitting. Otherwise, the
architectures might need more computation to learn the significant features.
The URLSs are transformed into numeric vectors using text representation
methods of NLP. These numeric vectors are passed into deep learning archi-
tectures to extract optimal features. Finally these features are passed into

Table4 Detailed statistics of data set

Data set Legitimate MaliciousURL  PhishingURL  Total
Dataset 1 Training 452315 195632 185621 833568
Dataset 1 Testing 4000 10000 - 14000

Data set 2 Testing 20000 - 152016 172016
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Figure8 DeepURLNet (DUN).

fully connected layers for classification. The fully connected layer contains
sigmoid nonlinear activation function with binary cross entropy as loss
function. Sigmoid activation function outputs O or 1, where O indicates
legitimate and 1 indicates malicious or phishing generated. The sigmoid and
binary cross entropy is defined mathematically as follows

N
1
loss(pd,ed) = —— ed; log pd; + (1 — ed;) log (1 — pd; (29)
N
=1

where pd is a vector of predicted probability for all samplesin testing data
set, ed isavector of expected class label, values are either 0 or 1.

6.2.5 Results and observations

Initially, all deep learning architectures and classical machine learning algo-
rithms are trained using the train data set of Data set 1. Data set 1 is a
combination of legitimate, malicious and phishing URLSs. The train data of
Dataset 1israndomly divided into 70% for train and 30% for valid. Validation
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data helped to monitor the train accuracy over epochs. The performance of
the trained modelsis evaluated on the test data set of Dataset 1. Dataset 1is
followed random split. It has not given any importance to time information.
Because, Time split of datafacilitates to meet the zero day malware detection.
Testing of Data set 2 is done by giving importance to time information. All
the samples of testing of Data set 2 are unseen in training data. The detailed
results for testing data set of Data set 1 and Data set 2 is reported in Tables 5
and 6 respectively. The ROC curve for the both the data set is shown in
Figures 9 and 10. The performance obtained by all deep learning architectures
and classical machine learning classifiers on Data set 1 is good in compared
to Dataset 2. Thisisdueto the Data set 2 is completely unseen during testing.
Moreover, the performance obtained by deep learning architectureis good in
comparison to the classical machine learning algorithms.

6.2.6 Conclusion, future work and limitations

In this sub module, the SPOOFNet architecture is evaluated for mali-
cious and phishing URL detection. Additionally, the performance of other
deep learning architectures and classical machine learning with bigram text
representation method are evaluated. The performances obtained by deep
learning architectures are closer. Thus voting methodology can be applied
to enhance the performance in detecting the malicious and phishing URLSs.

Table5 Detailed test results on Data set 1

Models Accuracy Precision Recall Fl-score
RNN 0.976 0.968 0.999 0.983
LSTM 0.986 0.980 1.000 0.990
GRU 0.984 0.978 1.000 0.989
CNN 0.975 0.966 1.000 0.983
CNN-RNN 0.978 0.970 1.000 0.985
SPOOFNet 0.988 0.984 1.000 0.992

Logistic regression bigram 0.923 0.904 0.999 0.949

Table6 Detailed test results on Data set 2

Models Accuracy Precision Recall Fl-score
RNN 0.893 0.956 0.921 0.938
LSTM 0.897 0.954 0.928 0.941
GRU 0.8%4 0.953 0.926 0.939
CNN 0.893 0.954 0.923 0.938
CNN-RNN 0.895 0.952 0.928 0.940
SPOOFNet 0.902 0.950 0.939 0.944

Logistic regression bigram 0.891 0.955 0.920 0.937
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Thisisremained as one of the significant direction towards futurework. Deep
learning architectures performed well in comparison to the classical machine
learning algorithms. This is primarily due to the reason that, most of the
deep learning architecture has used Keras embedding as DGA representation
method. K eras embedding hasthe facility to capture the sequenceinformation
among the characters in the domain name. The performance of the proposed
deep learning architectureisnot evaluated in an adversarial environment. This
type of study helpsto identify the robustness of the architecture in real time.
This can be one of the other future directions towards future work.

6.3 DeepEmailNet (DEN): Detecting Spam Email Using
SPOOFNet

6.3.1 Introduction

Email refersto el ectronic mail whichisoneof theeffectivemediumfor sharing
information. It helps in various sectors such as business, private, persona
and government areas to share information without any expense or cost but
with high efficiency through Internet. Currently spam Emails end up with
big problems over Internet. The hassle of spam Email is increasing every
year in a large rate. The recent research clearly shows that spam Emails
are sent to Email accounts with massive unwanted data. With spam Email,
malwares are passed easily to individua and organizations which leads to
criminal activitieslike stealing information, money etc. Spam Emailstroubles
various issues such as occupying massive area in inbox, spreading viruses,
causing loss of treasured information and many others. Computerized Email
filtering is a useful approach to counter the junk mail at the instant. There
are various methods such as rule based filter, blacklist, whitelist, checksum
database for filtering spam Emails. These methods aren't effective because
it passes false positives spam Emails. There are no techniques which give
100% results but when compared to other techniques self-learning systemisa
better option. Self-learning system makes use of machine learning algorithms
which extracts information from large dataset and model the data according
to the problem. The machine learning techniques mainly focus on Email spam
detection in different ways such as characteristic selection, feature extraction
and construction of a classifier. Feature selection is a way of figuring out
relevant featuresfrom alarge dataset. Themainaimof thisistotakeaway noise
and making the classifier performance more by reducing the computational
complexity. For feature extraction many text mining techniques are used such
as term frequency—inverse document frequency (tf-idf), bag of words, word
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embeeding etc. These methods are largley used in text classification. After
feature extraction, the model is been implemented using various machine
learning algorithms. Most commonly used conventional machine learning
agorithms are Naive Bayes (NB), Decision tree (DT), Random forest (RF),
Adaptive Boosting (AB) and Support vector machine (SVM) [71-86].

Various feature selection methods are implemented to detect spam mails.
Initially, conventional features such as dictionary based, HTML features, text
featuresand readability featuresused [87]. Inthis, text and readability features
were obtained using Bag off word (BoW) and tf-idf text representation with
multilayer perceptron (MLP) for classification. Navies bayes classifier was
a probabilistic classifier which targets the classes and find the instance of
model by applying bayes theorem [72]. In [71] discussed how decision tree
helped in getting higher accuracy and navie bayes used to lesser the number
of features and size. Artificial neural network (ANN) claimed better result
when compared to other conventional machine learning classifiers by using
back-propagation technique [83]. Meanwhile, deep learning algorithm comes
as a breakthrough in identifying spam Emails [84]. This method learns the
optimal features from the raw dataimplicitly. Convolutional neural network
(CNN) was used for Email spam detection by extracting the features using
word embedding technique in both character and word level [85]. CNN
showed good performance in comparison to SVM with feature engineering
approach. Comparing conventional machine learning classifiers and deep
learning agorithms the performance and accuracy were obtained high when
deep learning algorithms, CNN and long short term memory (LSTM) are
applied [86].

In this sub module the application of deep learning architectures are
applied for Email spam detection. Sequential Email representation i.e. Keras
embedding is used to transform Email into numeric vectors. For comparative
study non-sequential representation tf-idf with SVM isused. The performance
of keras embedding is evaluated with over other advanced text representa-
tion word embedding, neural bag of words and FastText. Additionally, this
paper presents a new in house model christened DeepEmailNet which uses
SPOOFNEet architecture which can be used to detect spam emails in a daily
email flow.

6.3.2 Description of data set

There are two types of data set is used. The Data set 1 is collected privately
and Dataset 2 iscollected from public source[88, 89]. The Dataset 1 contains
35,704 Email samples for training and 13,206 samples for testing. Training
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data of Data set 1 composed of 21,442 ham Email samples and 14,262 spam
Email samples. Testing data of Data set 1 composed of 7,877 ham Email
samplesand 5,329 spam Email samples. The Data set 2 contains 48,758 Email
samplesfor training and 20,897 samples for testing. It is shown in Figure 11.
Training dataof Dataset 2 composed of 21,247 ham Email samplesand 27,511
spam Email samples. Testing data of Data set 2 composed of 8,993 ham Email
samples and 11,904 spam Email samples. Token length versus frequency of
Email tokensfor Data set 2 is shown in Figure 12.
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6.3.3 Proposed architecture

An overview of proposed deep learning architecture is shown in Figure 13.
It istypically caled as DeepEmailNet (DEN). It is composed of 3 different
sections. The preprocessing and conversion from Email to numeric vectorsis
doneinaninput layer. Preprocessing includes converting al capital characters
into lower case letters. An Email is transformed into numeric vectors using
K erasembedding, word embedding, neural bag of words, FastText and bag-of -
words with tf-idf. The optimal features are extracted from the Email vectors
and modeled using various deep learning architectures and SVM. All deep
learning architectures used fully connected layer as their last layer or output
layer and used sigmoid as an activation function with binary cross entropy as
lossfunction. Thebinary crossentropy lossfunctionisdefined mathematically
asfollows

N
1
loss(p,e) = N Z eilogp; + (1 —¢;)log (1 — p;)] (30)

where p is a vector of predicted vector for testing data set, e is a vector of
expected class label, values are either 0 or 1.
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6.3.4 Results and observations

To evaluate the efficacy of various deep learning architectures and SVM,
various experiments were run for Data set 2. All experiments related to deep
learning architectures were run on GPU enabled computer. Hyper parameters
for deep learning and SVM models were selected for training set based on
running various trials of experiments. RNN and LSTM model composed of
a single RNN and LSTM layer with 128 units and memory blocks. Both
models followed dropout of 0.4 to reduce the overfitting. Dropout randomly
removesthe number of neurons along with the connections. Dropout followed
fully connected layer for classification. CNN model contains 64 filters with
filters length 3. This follows max-pooling with pooling length of 3. The
pooling features were passed into 2 fully connected layer for classification.
First fully connected layer contains 128 units and followed dropout and
again fully connected layer with 1 neuron to classify the Email as spam
or ham. Instead of passing the pooling output to fully connected layer,
we passed into the RNN and LSTM layer in second set of experiments.
These layers collectively work with the CNN and captured the sequential
information. These RNN and LSTM layer followed fully connected layer for
classification. The detailed statistical measures of all models were reported
in Tables 7 and 8. SPOOFNet architecture performed well in comparison
to al the other deep learning architectures. Same experiments were done
for Data set 2. Various advanced text representation were used to obtain
numerical features and followed SPOOFNet architecture for classification.
The performances obtained by advanced word embedding model s were closer
andthesemodel sperformedwell incomparisontotheclassical, non-sequential
text representation methods. The detailed statistical measures were reported
inTable 7 for Data set 1 and Table 8 for Data set 2. In Table 8, TP denotestrue
positive, TN denotes true negative, FP denotes false positive and FN denotes
false negative.

Table7 Detailed test results for Data set 1
Model Accuracy Precision Recall Fl-score

RNN 0.939 0.917 0.987 0.951
LSTM 0.951 0.929 0.994 0.960
CNN 0.948 0.925 0.994 0.958

CNN-RNN 0.949 0.923 0.998 0.959
SPOOFNet 0.953 0.929 0.997 0.962
SVM+f-idf 0.928 0.901 0.988 0.942
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Table8 Detailed test results for Data set 2

Model Accuracy Precision Recal Fl-score TP TN FP FN
SPOOFNet 0.960 0.939 0995 0966 8278 11790 764 65
Word 0.961 0.939 0.996 0.966 8269 11807 773 48
embedding +

SPOOFNet

NBOW-+ 0.945 0.932 0973 0952 8202 11540 840 315
SPOOFNEet

FastText 0.960 0.938 0997 0966 8256 11814 786 41
tf-idf + 0.729 0.973 0.536 0.691 8867 6357 175 5498
SPOOFNet

tdm + 0.704 0.988 0.483 0.649 8974 5728 68 6127
SPOOFNet

tdm with 0.730 0.973 0.540 0.694 8866 6399 176 5456
NMF +

SPOOFNet

tf-idf with 0.732 0.973 0542 0.696 8866 6421 176 5434
SVD +

SPOOFNet

6.3.5 Conclusion, future work and limitations

This sub module presents DeepEmailNet which uses SPOOFNet to detect
spam within the daily Email flow. Various deep learning architectures are
evaluated for Email spam detection with the publically available benchmark
corpus. For comparative study, classica machine learning technique, SVM
with tf-idf as text representation method is used. To preserve the sequential
informationinan Email, Kerasembedding i s used with deep |earning architec-
tures. Keras embedding facilitates to learn the semantic and contextual simi-
larity of wordsinan Email. Deep learning architectureswith Kerasembedding
asEmail representation method are performed well in comparisontothe SVM
with tf-idf. The SPOOFNEet architecture performed well in comparison to the
others. Moreover, the performances of various deep learning architectures are
closer.

7 Proposed Architecture: ScaleNet

Instead of relying on one layer security, it is better to have different layers
of security stack for an organizational security system. To achieve this,
the proposed system ScaleNet, collects data from myriad of sources in a
distributed manner. Data gathering from different sourcesis an important task
to secure systems from malicious attack and to provide deep visihility into the
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organization threat landscape. In real time, the collected data is parsed and
aggregated and then sent to real time and non-real time analysis engine that
runs highly scalable distributed deep learning architectures. A deep learning
module is an essential part of a cognitive security system so that there is
no need to spend expensive feature engineering to extract optimal features.
What makes the system cognitive is the ability to perceive the data from
sensors and respond accordingly. The detailed proposed architecture is shown
in Figure 14. The word embedding and deep learning architectures have the
ability to provide context for the data which are collected from internal and
external sources.

Thebest performed model, acombination of convolutional neural network
(CNN) and long short-term memory (LSTM) is employed in ScaleNet. The
deep learning model islightweight, real time cyber intelligence and distributed
across the organizations infrastructure. Like a brain learns to recognize an
object, ScaleNet learns to detect any type of malicious activity. This entirely
follows a new method to cyber security that is proactive and predictive.
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This can detect the most evasive unknown malware in real-time across an
organization’sendpoints, serversand mobile devices. To copeup with entirely
new kinds of malicious activity, ScaleNet is continuously trained. Training is
done on hundreds of millions of malicious and benign activities. The platform
provides protection against cyber threats by learning on its own to distinguish
between malicious and legitimate malware. This enables the immediate pre-
diction of malwarethat hasnever been seen before. Deep learning follows data
agnostic learning process that immediately detects and prevents zero day and
advanced persistent threats (APT) attacks across the enterprise’s endpoints,
servers and mobile devices. The ScaleNet is an autonomous analysis entity
that can detect even the tiny mutations and evasion methods in real-time at
a pre-execution level. This completely avoids supplementary anaysis in a
remote server or sandboxing appliance.

8 Conclusion and Future Work

This work proposes ScaleNet, a distributed, highly scalable and unified
architecture for an organizational security. It discusses about the data-driven
analysis for cyber security use cases and design of the framework. ScaleNet
giveorganizationsthe situational awarenessand decision capabilitiesrequired
to detect and take proactive security measure from advance threats. ScaleNet
integrates all sub modules of cyber security use cases into a unified security
solution that makes the platform more robust. The framework provides a
scalable design and acts as a distributed monitoring and reporting system.
In this work, authors used deep learning approaches to analyze pertinent
signalsin large amounts of situational awareness data which is beneficial for
cyber security. Additionally, the conventional machine learning algorithms
are used for comparative study. In most of the cases, deep learning techniques
outperformed the conventional machine learning algorithms. This is due to
the deep learning techniques have the capability to learn the abstract level
featurerepresentation by passing theraw input datato many hiddenlayers. The
nonlinearity in hidden layer facilitatesto extract optimal feature representation
with respect to the task. Moreover, deep learning architectures have remained
as a black box. Thus an adversary may not be able to reverse engineer them
easily. In order to defeat the deep learning based detector, an adversary may
require the same set of training samples.

The proposed system does not contain a sub module for malware binary
analysis. This can provide detailed information of the malware. Thus the
proposed framework can be enhanced by adding malware binary analysis.
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Most of the organizational security system which are available in online
are one-step behind. These systems detect the attacks that had happened
aready, reconfigure the protection mechanism against the known attacks. The
predictive analytics in cyber security facilitates cyber defenders to know the
chances of occurrence of cyber attacks from historic and current data. Thus
linear and non-linear methods can be employed to forecast events. This is
remained as one of significant future direction towards research.

The aim of the work is not only to automate a system which can distin-
guish the legitimate and benign activities but also scale up and predicting
future cyber threats as remained as one of the complex analytics to security
challenges. It provides alert and warning capabilities that empower network
admin to continuously monitor for over the horizon threats from outside a
client’snetwork and control, such asthe presence of botnets and other changes
in network. Theframework shows how different aspects of cyber security logs
can be collected, correlated various aspects together and employed machine
learning algorithmsto identify the patterns from benign and normal activity.
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