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Abstract

Wireless Sensor Networks (WSN) are considered as viable options for data
communication for various monitoring and control applications in industries.
Improvements in transmission range, security issues, real time monitoring
and control issues, system integration and coexistence with other WSN sys-
tems are some of the main issues limiting their widespread usage in the
industries. After a brief literature survey on some of the recent WSN applic-
ations and security management, two designs of WSNs based on Wi-Fi and
Zig-bee are presented in this paper. Wireless Distribution System (WDS) and
router mode are used in Wi-Fi based and Zig-bee based designs respectively.
Zig-bee based design was economic but supports lower sampling rate. Wi-
Fi based design was expensive but supports high sampling rate up to 51.2 K
samples per second per channel. WSN was setup using NI Zig-bee modules.
NI WSN-3202 (sensor node) and NI WSN-9791 (Gateway) were connected
in star network topology and multi-hop network topology. Using multi-hop
topology, indoor transmission range was increased significantly from 23.1
to 47.1 m with a link quality more than 55%. Since maximum sampling
rate of Zig-bee modules is 1 Sample/s per channel, monitoring measurands
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demanding high sampling rates are deliberately avoided in this work. In
both topologies, temperature is the only measuarand handled by both WSN
solutions in the solutions presented here.

Keywords: WSN topologies, Wi-Fi, Zig-bee, multi-hop WSN, indoor
transmission, sensor node.
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1 Introduction

A radio frequency (RF) network consisting of sensors, transceivers, machine
controllers, microcontrollers and devices facilitating user interfaces is fre-
quently called a Wireless Sensor Network (WSN). Sensors in a WSN are
spatially distributed entities monitoring process or environmental paramet-
ers such as flow, gas concentration, vibration, pressure, motion, temperature,
etc. These parameters will be fused using different sensor fusion strategies
at selected nodes or at a dedicated hub in the WSN. WSN has to have at
least two nodes communicating with each other. However, in a typical WSN,
the numbers of nodes are much than two depending upon the measurement
strategies and environments being monitored.

WSN has attracted the attention of both the academia and industries from
the late 90s. Some famous prototype smart sensors like Berkeley motes and
Smart Dust and solutions based on them have already been implemented [1].
WSN solutions using smart sensors are also commercially available from
Crossbow, Philips, Siemens and National Instruments.

Since there are many diverse actors and users involved in the design,
development and use of WSN, there is an increasing need for standardiza-
tion in the field of WSN. For example, National Instrument (NI) WLS-9163
nodes are standardized with Institute of Electrical and Electronics Engineer-
ing (IEEE) 802.11 protocols [2] and NI WSN-3202 is standardized with IEEE
802.15.4 protocols [3], as a transmission medium.

WSN has been applied successfully in industries, health and environment
sectors. In spite of the advantages in using WSN, two of the major disad-
vantages are security and coverage area or transmission distance. Since radio
communication is used, unauthorized individuals can easily can get access to
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valuable and sensitive information. A secured network is mandatory in most
of the applications today.

There are some important implementation issues in conjunction with the
commissioning of any WSN solution. Issues like deployment, mobility, to-
pology, coverage area, life time, sampling rate, cost, energy, etc., have to be
looked into when deciding for a WSN based solution for a given problem. Be-
fore designing any WSN, the user has to understand its measurement type, its
area of coverage, mobility requirement, and budget and then consider design
factors like topology, deployment, life time, sampling rate and transmission
protocol.

In WSN-application areas like underwater monitoring, bridge structural
monitoring, etc., transmission ranges required are much higher than in closed
industrial fields, to achieve a strong enough signal link between measuring
and monitoring locations.

In most WSN, ISM band frequency is used. One of the limitations of
ISM band is the limitation on the output power of antenna 20 dBm [4],
the consequence of which is the limits set on coverage areas for the differ-
ent nodes. WSN using National Instrument Zig-bee devices can provide the
highest range of 300 m in America and 150 m in Europe [3] at the cost of
reduced sample rate as compared to Wireless Fidelity (Wi-Fi) devices.

Coverage area can be increased by using router node. Router node in
WSN is a special type of measurement node which acts as repeaters. These
nodes are kept between end node and gateway such that end measurement
node first communicates with router node and then gateway. This is a case
of multi-hop network. Multi-hop network can be changed to mesh network
using more router nodes. A mesh network can provide redundancy in the
WSN based network. Another way for coverage extension is the use of mul-
tiple Access Point (AP) to create a Wireless Distribution System (WDS). In a
WDS system, each AP can communicate with adjacent APs and its associated
sensor nodes.

2 Standard Scenario of WSN

Depending on the application areas and the prevailing specific demands on
the different properties of WSN, some standardization needs to be strived
for, particularly from the point of view of the end-user. Very often, network
topology used, bandwidth offered or needed for a particular application,
transmission protocol and compatibility of sensors to be integrated in the
planned WSN are the main factors to be considered. Figure 1 shows schem-
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Figure 1 A classical infrastructure with a WSN Standard Transmission Protocol.

atically some of the implications of these demands on WSN in the context of
a possible integration of two sub-modules: classical infrastructure and wired
and wireless sensor networks.

Classical infrastructure is very often an already existing network struc-
ture (predominantly wired with some elements of wireless architecture) with
or without internet connectivity. Classical structure may be a simple private
or enterprise specific network used for communications and data exchange.
Sensor networks as understood in the context of WSN are generally entities
spatially distributed, autonomous and connected to each other in an appropri-
ate topology. The different groups of sensors are connected to access points
connecting the sensors to end users. End user can monitor and control the
process if required. Each access point takes care of the signal traffic and
management of signal flow for its group of sensors. In Figure 1, one access
point is shown to be connected to end user.

Numbers of sensor nodes and access points differ depending on the type
of measurements, environment and coverage area.



34 R.B. Pant et al.

Table 1 Zig-bee specifications; Binary Phase Shift Keying (BPSK, Offset Quadrature Phase
Shift Keying (OQPSK).
Band (MHz) Frequency (MHz) Bit Rate (Kbps) Symbol Rate  Modulation

(Ksymbol/s)
868 868-868.6 20 20 BPSK
915 902-928 40 40 BPSK
2400 2400-2835 250 62.5 0-QPSK

Handling scalar data such as temperature, humidity, pressure, and vibra-
tion can be done at low sampling rates, although vibration data will involve
relatively higher sampling rates compared to the other parameters. Obviously,
image and video data will need still higher sampling rates. As a consequence
WSNs are normally used with measurands needing lower sampling rates. The
advantages of low scanning rates in a given WSN based measurement are
low power and low bandwidth requirements. These are some of the reas-
ons for the deployment of Industrial, Scientific and Medicine (ISM) band in
WSN applications. ISM band (2.4 GHZ band) needs no special license and
is the choice of Wi-Fi, Zig-bee, Bluetooth and Wireless Hart. As our study
uses Zig-bee and Wi-Fi, the following description addresses only these two
protocols.

2.1 Zig-bee

Zig-bee is a low cost solution, based on IEEE 802.15.4 standard with ultra-
low complexity, and extremely low-power wireless connectivity for portable
devices [9]. Important features of Zig-bee are summarized in Table 1.

2.2 Wi-Fi

Wi-Fi is based on IEEE 802.11 protocols operating in ISM bands of 2.4 GHz
and 5 MHz [10]. There are five types of Wi-Fi protocols: 802.11, 802.11a,
802.11b, 802.11g, 802.11n. Their ranges vary from 30 to 125 m and data rate
varies from 2to 54 Mbps. The newest technology is now 802.11ac (although
not commonly available) with even higher data rate. Wi-Fi specifications are
summarized in Table 2.

2.3 Standard Network Topology

Arrangement and connection of nodes (circuit elements, sensors, computers,
etc.) with each other is called a network topology. A WSN network topo-
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Table 2 Wi-Fi specifications.

Types Range (m) Bit Rate (Mbps) Modulation Band (GHz)

IEEE 802.11 30 lor2 FHSS,DSSS 2.4

IEEE 802.11.a 30 54 OFDM 5

IEEE 802.11.b 30 11 DSSS 2.4

IEEE 802.11.g 30 20 to 54 OFDM/DSSS 2.4

IEEE 802.11.n 125 100 to 200 OFDM 2.4

IEEE 802.11ac 500 to 1000 256-QAM 5 GHz
Peer to Peer Star Mesh

@ sensor Node
(O Base Station / Access Point
O Root Node

© Central Hub
Tree

Radio Network

Figure 2 Main network technologies used in WSN applications.

logy indicates how sensor nodes are connected to each other or hubs or base
stations. Network topologies include star, ring, fully connected, bus, tree and
mesh [12]. Our focus is on peer to peer, star (single point to multipoint), mesh
and tree network topologies, which are schematically presented in Figure 2.

In peer to peer topology, each node can communicate directly with
another node without any centralized infrastructure or hub.

Remote nodes in a star network can send or receive data to a single base
station. In contrast to the operation of peer to peer network, nodes in star net-
work are not permitted to send and receive messages to and from each other.
A routing algorithm is simpler in star than those used in other topologies.
Some of the disadvantages in star configuration are: mandatory presence of
remote nodes within radio range of base station, somewhat reduced redund-
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Figure 3 A mesh network with 8 nodes and functionality preserved even with failed nodes.

ancy and robustness. Base stations are central in star topology as they handle
messages, routing as well as make the key decisions.

Mesh networks are distributed networks allowing any node in the net-
work to talk to any other node in the same network, of course within the
coverage area of the network. Mesh network is appropriate for large scale
distributed network of sensors over geographic regions. Personal or vehicle
security surveillance systems using mesh networks are described in [12].

Tree network topology is a hybrid of peer to peer network and star net-
work topologies. A tree network topology shown in Figure 2, consists of root
node and central hub. Central hub communicates with sensor nodes connected
to it and root node is responsible for merging and managing central hub.

However, mesh network topology has the advantages of fault tolerance
and load balancing and disadvantages of scalability [13]. As shown in Fig-
ure 3, if an individual node fails, a remote node can forward message to
desired nodes via any other node in its range.

While deploying a mesh topology one should be very careful to know
the supportability of multi-hop structure (node talking to adjacent node) by
selected devices. For example, NI-WSN 3202 and Wireless HART support in-
ternode communication, whereas, nodes like NI-WLS 9163 can be configured
only in star topology.

Advantages of multi-hop network topology are that it helps to increase
the distance of communication and adds redundancy feature. It is also true
that use of multiple access points can also increase distance in star network
topology.

2.4 Extension of WSN Coverage

As described above, the accessible range between source (sensor node) and
sink (monitoring node) varies with the transmission protocols used. Zig-bee
protocol offers highest transmission range at the cost of lower sampling rate.
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Zig-bee devices have coverage up to 300 m. Wi-Fi devices have coverage
up to 30 m (802.11ac is the newest, range depending on power levels can
approach a couple of km). One obvious method of increasing coverage range
is to use higher transmitting power and antennas with more directionally
enhanced characteristics. Different countries have varying limits on the max-
imum output power allowed to be transmitted in ISM bands thus restricting
the use of high power directional antennas. Maximum output power allowed
in the USA is 50 mW thus extending the maximum range with Zig-bee to
300 m. In Europe and most of Asia the allowed maximum output is 10 mW
with an associated maximum range of 150 m [14].

Coverage range can also be extended by adding an additional module in
the existing infrastructure between source and sink nodes. This additional
module functions as a repeater or router. Access point can be used as an
intermediate module in Wi-Fi based WSN and router in Zig-bee based WSN.
These two methods are presented in this paper.

2.5 Designing WSN for Coverage Extension

In conjunction with the extension of WSN coverage, the task is to measure
any physical quantity at points 300 m away from monitoring stations.

3 Design Alternative Using Wi-Fi

In this design, the concept of WDS is used. WDS is based on the introduction
of a new AP between existing sensor node and AP, whereby the overall range
of the system is almost doubled. By interlacing the existing WSNs with more
APs the wireless distribution is spatially extended. Each intermediary AP acts
as arepeater. Many Wi-Fi vendors are using IEEE 802.11a/b/g multimode AP.
IEEE 802.11 b/g mode is mainly used to connect sink AP with computer or
monitoring station. IEEE 802.11a mode is mainly used to connect two APs
in order to form WDS [15]. In the cases presented here, devices supporting
IEEE 802.11 b/g multimode are used.

3.1 Technical Specification of Device Used

Devices used in the Wi-Fi design methodology are from National Instru-
ments. NI WLS-9163 C- series carrier along with NI WLS-9234 1/O module
are used as sensor nodes. This device supports 4 input channels with 24 bit
resolution and maximum sampling rate of 51.2 KS/s per channel using 230
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Figure 4 Radiation pattern of single WAP-3711 using omnidirectional antenna.

Volt (VAC) power supply [16]. NI WAP-3701/3711 is used as access point
which can support Wi-Fi b/g standard. The range of transmission is 30 m and
uses 24 Volt Direct Current (VDC) external power supply [17].

3.2 Proposed Network Architecture

When single WAP-3711 is configured, it can communicate with sensor nodes
WLS-9163 up to 30 m. Omnidirectional antenna is used in this module, thus
giving a circular radiation pattern of approximately 60 m in diameter, as
shown in Figure 4.

WDS with omnidirectional antenna can be advantageously used to extend
the coverage range. NI limits the number of WAP-3711 modules to 6 [18].
Each WDS has an overlapping distance of 5 m, such that first WAP- 3711 has
range of 55 m and second, third, fourth, fifth have range of 50 m and the last
WAP-3711 has range of 25 m. Last WAP-3711 has a range of 25 m because
we can use only one side of the circular pattern facing the other modules
as shown in Figure 5. This last WAP-3711 is connected to the computer.
First WAP-3711 is used to communicate with sensor node WLS-9163 and
all the other WAP-3711 modules are used as repeaters. The overall distance
of measurement is not more than 330 m in the direction of Line of Sight
(LOS).
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Figure 5 Connection diagram of Wi-Fi WSN using WDS system.

3.3 Design Alternative Using Zig-bee

In this design, the concept of intermediary AP used as repeater is avoided;
instead, sensor node is configured as a repeater. An additional sensor node
is placed in between the existing sensor node and the gateway. As a res-
ult, overall coverage range will be the sum of the coverage ranges of both.
This design is based on the concept of multi-hop network. Measuring sensor
nodes transfer data to the intermediary sensor nodes, which update and boost
the signals and transfer them to the nearest sensor node. In the application
presented here, Zig-bee (IEEE 802.15.4) protocol is used and its features
are exploited in the design of the system. The advantage of using Zig-bee
is mainly in its larger coverage range and cost, compared to the Wi-Fi based
solution.

3.4 Technical Specification of Device Used in Design

NIWSN-3202 is used as measurement node and router node. This device sup-
ports 4 analog input channels with 16 bit resolution and maximum sampling
rate of 1 S/s per channel. It requires 30 VDC power supply when configured
as router and standard battery when configured as measurement node. NI
WSN-3202 is also facilitated with 4 digital input/output channels [3]. As
such, it requires 9 to 30 VDC external power supply. In addition, NI WSN-
9791 gateway is used as a sink node, to which the measurement station is
connected. The communication range is 300 m in USA and 150 m in Europe.
It can support 8 end nodes in star topology and 36 end nodes in mesh topology
[14].
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Figure 6 Radiation pattern of single WSN-9791 using omnidirectional antenna.

3.5 Proposed Network Architecture

When a single WSN-9791 is configured, it can communicate with sensor
nodes configured as measurement nodes or router nodes. Maximum commu-
nication distance is up to 150 m. Because of omnidirectional antenna used
in such device, radiation pattern will be a circle of approximately 300 m
diameter. Figure 6 shows the radiation pattern of single WSN-9791 using
omnidirectional antenna.

The omnidirectional antenna and property of sensor nodes can be used as
router nodes to extend the coverage range. To test performance of coverage
range extension, two sensor nodes are used thus extending the coverage range
to 300 m. One sensor node is configured as router and other as measurement
node. We maintain overlapping distance of 5 m between router node and gate-
way such that WSN-3202 router node has a range of 295 m and WSN-9791
has a range of 145 m. WSN-9791 gateway has a range of 145 m because we
can use only one side of its coverage area. A monitoring station or computer
is connected as shown in Figure 7, which shows the overall connection of
the modules. The overall distance of measurement is not more than 450 m in
LOS.
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Figure 7 A connection diagram of Zig-bee WSN using sensor node as router.

3.6 Star Network Topology

Full configuration of WSN in a star network topology is given in Figure 8.
Both sensor nodes directly communicate with gateway, which in turn, can be
monitored by using LabVIEW program in computer. Straight Ethernet cable
is used to connect gateway with a laptop computer.

The modules are configured in the LabVIEW platform. After configuring
the modules and running the LabVIEW project with them, the system gives
rise to the status screen for the sensor nodes and the list of analog and di-
gital signals available in the LabVIEW project as shown in Figures 9 and 10
respectively.

3.7 Determining Maximum Distance of Transmission

After the coupling and configuration of sensor nodes with gateway, second
step was to determine maximum wireless distance that WSN devices can sup-
port without traffic interruption. For this, sensor node powered with battery
was made mobile. The mobile sensor node was slowly taken away from the
gateway and the link quality was monitored in LabVIEW program. National
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Figure 8 Full configuration in a star network topology using NI modules.
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Figure 9 MAX window showing status of both sensor nodes detected by gateway. MAX
(Measurement & Automation Explorer) is a graphical user interface provided by NI, to con-
figure IVI (three types of NI drivers). MAX is usually installed with one of the NI application
development environments such as LabVIEW or Measurement Studio, or with NI hardware
product drivers such as NI-488.2 or NI-DAQ.
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Instruments instructs that 55% of the link quality is supposed to be minimum
signal strength and regarded as a fair signal that corresponds to a signal
strength of 2 bar highlight in the sensor nodes [39].

A sensor node was moved away further up to the distance where, signal
strength decreased to 60%. Measurement of the link quality was done in Lab-
VIEW simultaneously. When the signal strength reached to 60%, the sensor
node was kept stationary in that place. The distance where the sensor node
was kept stationary was measured to be 23.1 m. The link quality fluctuation
was measured up to 1024 samples and it was found that most of the time link
quality ranges from 55 to 60%. The measurements were based on random
selections. Thus, the maximum indoor distance of transmission was determ-
ined to be 23.1 m with a link quality from 55 to 60%. Figure 11 shows a
LabVIEW plot for a link quality measurement. Up to 168 samples, the sensor
node was mobile, then it was fixed in a particular location and other samples
were measured.

Sensor node powered with AC was kept stationary at 7.9 m away from the
gateway. Figure 12 shows the top view location of both sensor nodes installed
and their distance from gateway.

3.8 LabVIEW Programming and Data Interpretation

The program code is presented using the block diagram as shown in Fig-
ure 13. The code was written in a while-loop. All the interested I/O variables
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Figure 12 Top view of TUC building to show where the sensor nodes and gateway were
installed.

were dragged and dropped to the block diagram form a LabVIEW project
window. Indicators for each variable were created. Voltage measurement
from sensor nodes was converted to temperature measurement by linear scal-
ing. For signal analysis, Create Histogram Express VI and Statistic Express
VI were used. Indicator and Scope for each parameter were created. Shift
register and Build array were used to store and process the values in or-
der to calculate arithmetic mean, maximum value, time of maximum value,
minimum value, time of minimum value and histogram.

Statistics tab as in Figure 14, consists of scope for different parameters of
temperature measurement like, maximum value, minimum value, arithmetic
mean, and histogram for both sensors. Numerical values for these measure-
ments along with sample time for maximum and minimum values are also
presented.

1024 samples of temperatures were measured. For the temperature vari-
ation, window was opened and closed in a room where sensor node 2 (AC
powered sensor node) was kept. Sensor node 1 (battery powered sensor node)
was kept in big hall, where probability of temperature fluctuations was small.
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Figure 13 A block diagram of LabVIEW program used to measure temperature from two
sensor nodes. NB: This VI is from a set of trial VIs from different student projects and is not
an optimized or professional version.

3.9 Multi-hop Network Topology

Sensor node with external power supply was placed stationary at 23.1 m
away from the gateway. A distance of 23.1 m was found in the first phase
of lab work and this was the maximum distance supported by one sensor
node with a link quality of 55% or more. In this phase, stationary sensor node
was configured as mesh router mode and battery powered sensor node was
configured as end node such that, end node first communicates with interme-
diate router node and then gateway. Thus, the overall distance of transmission
was increased. Full configuration of WSN in multi-hop network topology is
given in Figure 16. The gateway is connected to a laptop PC using straight
Ethernet cable.

In MAX, sensor node with serial number 159884B was selected, Update
Firmware tab was clicked and then from drop down menu, Mesh Router was
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Figure 17 MAX window showing Network Mode for both sensor nodes, where one sensor
node is updated as Mesh Router.

selected. Sensor node took some time before it was configured to router node.
Figure 17 shows the screen shot of MAX screen when one sensor node is
updated as router mode. Circle in screen shot clearly indicates Mesh Router
mode.

3.10 Determining Operation of Mesh Router Mode

In order to determine the operation of mesh router node, battery powered
sensor node was kept closed to router node placed at 23.1 m away from
gateway as shown in Figure 18. At first, both nodes communicate directly
with gateway with the link quality ranging from 55 to 65%. Reset button
of end node was pressed for more than 5 seconds and released. After this,
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-
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end node after reseting

Figure 18 Top view of TUC to show where the sensor nodes and gateway were installed; and
new path followed by end node after resetting.

end node searched for the strongest link nearby. Since the nearest link would
be the waves propagated by router node, it was connected to router node
rather than gateway. The new connection path is shown by the dotted line in
Figure 18.

The link quality of end node was measured in LabVIEW throughout the
testing period. Figure 19 shows the link quality of end node before and after it
has been reset. At first the link quality was seen to be 55-60%. After resetting
it was observed that the end node link quality increased sharply and reached
almost 100%. This was because of the new link that was established between
the end and router nodes.

A significant change in MAX window at this point was observed. The
Fair link quality of end node changed to Excellent. This also proves the
improvement in link quality after the end node was reset. Figure 20 shows
the change in the MAX window when the end node was rested.
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Figure 19 Time vs. link quality graph to observe improvement in link quality after end node
has been reset. Note Link quality improvement by almost 50% after 300 s.
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Figure 20 MAX window showing ‘Excellent’ link quality after the end node was reset. It is
important to emphasize that this is only the link quality between the node and the router.

Taking advantages of the improved link quality, the end node was moved
away from the router node until its link quality reached around 55%. Thus,
the overall distance of transmission increased. Figure 21 shows the location
of the end and router nodes and their distance from the gateway. The end node
was kept 24 m away from router node, thus the total transmission range was
measured to be 47.1 m.
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Figure 21 Top view of TUC to show where the sensor nodes and gateway were installed, and
their separation distance.

3.11 LabVIEW Programming and Data Interpretation

LabVIEW code used for phase-I of lab work was modified with the provision
of measuring temperature statistics for only end node. Since there were no
significant variations in temperature, histogram analysis was removed. Code
still has provisions for link quality monitoring, battery voltage monitoring
along with Boolean indicators for external voltage and mesh router mode for
both nodes. Figure 22 shows the code and Figure 23 shows the front panel of
LabVIEW program used in this phase of lab work.

4 WSN Implementation Issues

The European Science Foundation (ESF) organized a workshop in April 2004
in order to investigate research in WSN and its practical implications in
Europe. Academic researchers and representative form different European
country were participated and concluded with important dimensions of the
sensor network design [40]. Some of the dimensions of WSN design are
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Figure 22 Block diagram of LabVIEW program used to measure temperature from end node.

deployment, mobility, cost, size, energy availability/usage and security. As
there are some techniques of handling security with NI modules, this paper

focusses on security issues.

4.1 Security

WSN uses RF signal as a physical transmission medium. Wireless medium
adds security challenges than that of wired system. Due to this, sensitive data
needs to be protected from unauthorized access. There are many common
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Figure 23 Front panel consisting temperature statistics for end node and link quality statistics
for both end node and router node.

security practices, these practices are based on network security components
like wireless security protocols, encryption, authentication, etc.

4.2 Security Management

Management of security is done by incorporating appropriate security com-
ponents as per the nature of networks (public/private, Wi-Fi/Zig-bee). Fig-
ure 24 shows the secured WSN architecture. This architecture comprises of
WSN, Network Manager and Security Manager. AP or Gateway is connected
to Network Manager and Security Manager. Security Manager plays vital
role to maintain secured networks by authenticating network devices and by
generating, storing and managing encryption keys.

Different transmission protocols have different security types. For ex-
ample, NI Wi-Fi DAQ 9163 device can supports up to the highest commer-
cially available security IEEE 802.11i known as Wi-Fi Protected Access 2
(WPA2) Enterprises along with IEEE 802.1X authentication and Advanced
Encryption Standard (AES) encryption algorithm. However, lower secur-
ity features like Wired Equivalent Privacy (WEP), Wi-Fi Protected Access
(WPA) are also available for this device [44]. The most sensitive Wi-Fi WSN
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Figure 24 WSN architecture with security components. Adapted with some modifications
from [43].

networks in military and industrial application use advanced security man-
agement policies with at least one authentication server running a Remote
Authentication Dial-In User Service (RADIUS). Less sensitive Wi-Fi WSNs
use simple network security; that means that protocols could be WEP or
WPA rather than IEEE 802.11i and the encryption key could be Temporal
Key Integrity Protocol (TKIP) rather than AES.

5 Design Summaries

e Protocol and topology
Zig-bee seems to be the best protocol if range and power are considered
and Wi-Fi seems to be the best protocol if data rate is considered. Zig-
bee supports range up to 150 m at the cost of lower data rate of 250
Kbps whereas Wi-Fi supports data rate up to 54 Mbps at the cost of lower
range of 30 m. It is important to note that SEA modules for CompactRIO
are available for up to 270 meters (inside)0.9 GHz (not for use in EU).
The new 802.11ac standard, according to pcmag.com, article 2 of April
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9, 2013, supports even up to 1.3 Gbps. Bluetooth has a moderate data
rate of 3 Mbps with a maximum range of 100 m.

Mesh network topology have redundant feature. Mesh topology is com-
bination of numbers of multi-hop networks where any node can talk with
other nodes in the network. Thus, it is used in such WSN where, nodes
are to be distributed in large geographical area. Other network topology
like star, tree and point to point cannot give redundant feature and their
coverage area are limited to the range of AP.

Wi-Fi based vs. Zig-bee based WSNs

For any transmission range of 300 m, both designs can be used. How-
ever, design 1 seems more expensive. The total approximated cost for
design 1 implementation is around NOK 119100, whereas the cost for
implementing design 2 is much lower, and is around NOK 18100 (all
2011 prices). Design 1 uses Wi-Fi DAQ, it provides high bandwidth
and sampling rate of 51.2 K samples per second per channel. However,
design 2 uses Zig-bee DAQ, which provides a much lower sampling
rate of 1 sample per second per channel. For any physical quantity de-
manding high sampling rate design 2 fails and for any measurement that
requires transmission distance more than 330 m, design 1 fails. This
suggest that implementation of WSN in the area which demands both
range and sampling rate is practically difficult to design, especially when
we consider ISM band and vibration is our interest of measurement.

To tradeoff between range and sampling rate can be solved by modifying
our design. Use of National Instruments CompactRIO device along with
third party modules [48] can give both high transmission range and high
sampling rate. Doing this we can have high sampling rate of Wi-Fi Data
Acquisition (DAQ) as design 1, high transmission distance of Zig-bee as
in design 2 and new design will be cost effective. For this, NI WLS 9234
can be used as DAQ device and SEA cRIO Zig-bee [49] can be used as
transmission modules.

Transmission distance

In star network topology, the maximum distance of communication
between sensor node and gateway was found to be 23.1 m with a link
quality not lower than 55%. Theoretical transmission distance is 150 m
at LOS. But experiment was setup inside the hall, where LOS between
sensor nodes and gateway was not possible to maintain. Instruments,
machineries placed in hall and closed surface of room where gateway
was placed, creates diffraction, reflection, refraction, scattering, shad-
owing and multipath fading of a signal such that their link quality
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degrades and overall transmission distance was decreased to 23.1 m
rather than 150 m. In order to increase the transmission distance, we
need at least two sensor nodes. One sensor node act as router and other
node act as end node. Router node acts as repeater that links the end
node and gateway. In this mode, the link quality of end node is not
dependent on the position of gateway; it entirely depends on position
of router node. Hence, end node can be moved away from router node
till the link quality between end node and router node becomes 55%.
The overall transmission distance was found to be sum of distance from
end node to router node and distance form router node to gateway. The
total transmission distance was increased from 23.1 to 47.1 m at a fair
link quality of 55%. Thus, coverage extension was successfully achieved
using router node concept.

e Security
In order to use WSN in application like industrial control and mon-
itoring, military purposes, etc., network requires minimum level of
security to avoid attacks. Data needs to be sufficiently encrypted, prop-
erly authenticated and any change or replay of data during transmission
needs to be identified and stopped. Jamming, tampering, collisions,
unfairness, misdirection, misinformation, flooding, de-synchronization
were identified as different possible attacks when referred to ISO-OSI
protocol.
Jamming and tampering are physical layer attack and can be avoided
by spread spectrum technique and tampering free packaging. Data link
layer attacks like collision and unfairness can be prevented using col-
lision detection techniques and making small frame of data such that
they occupy channels for less time. Network layer attacks like packet
dropping and misrouting can be prevented by encryption, authentic-
ation, multi-path routing and use of unique key. Flooding and de-
synchronization are identified as major attacks in transport layer. They
are prevented by client puzzle techniques and proper authentication
techniques.

6 Conclusion and Future Work

This work is based on experimental work involving predominantly NI hard-
ware and software to test performance quality and limitations of intermediate
nodes in sensor networking with focus on continuity of the crucial func-
tions of the network. The study was done in-campus environments with a
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lot of structures hindering line of sight communications. However, the basic
results indicate the feasibility of achieving improved performance of sensor
networks with the help of intermediate nodes. Following the methodology
used here might help beginners to learn the basic principles of hardware and
software system integration in conjunction with the implementation of inter-
mediate node based sensor networking. After successfully testing the nodes
with and without intermediate nodes, the technological possibilities available
with NI modules are discussed.

6.1 Conclusion

e Zig-bee provides high range of transmission but less data rate, Wi-Fi
provides high data rate but less transmission distance.

e Mesh network topology support multi-hop networking where node can
talk to adjacent nodes. This feature allows redundancy in the system.
Mesh topology is used when WSN needs to be implemented in large
geographical region.

e Wi-Fi based WSN design is expensive as it demands a large number of
AP. For the same transmission distance, Zig-bee based design is cheap
but suffers less sampling rate problem.

e Tradeoff between sampling rates and transmission distances can be
solved by using National Instrument module CompactRIO along with
Wi-Fi DAQ and third party Zig-bee transmission module.

o It is useful to see if there are any relationship between time of day and
signal strength (disturbance from Wi-Fi phones, radio transmissions,
etc.).

e The theoretical range of 150 m was not achieved due to nature of
operating environment. LOS cannot be maintained between gateway
and sensor node and signal suffers reflection, refraction, scattering,
multipath fading, etc.

e Authentication and Encryption are two key security components of
wireless networks. Each layer of ISO OSI suffers different types of
attack.

6.2 Future Work

e Existing wired system installed in any applications can be replaced by
WSN for reliability and performance testing, co-existence problems can
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be studied by installing Zig-bee based WSN near to any other WSN
based in ISM bands.

e Monitoring application can be elaborated to monitoring and control
application by integrating WSN with, e.g. a DELTA V process man-
agement system.

e Small Network Management Protocol (SNMP) can be implemented in
order to access data from any remote computers.

e LabVIEW program can be improved by adding data logging facility,
database facility, and alarm handling facility.

e Reliability considerations with data transmission in the 2.4 GHz band.
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