COVID-19 Impact Sentiment Analysis
on a Topic-based Level

Mustapha Hankar®*, Marouane Birjali!, Anas El-Ansari?
and Abderrahim Beni-Hssane'

'LAROSERI Laboratory, Computer Science Department, University of Chouaib
Doukkali, Faculty of Sciences, El Jadida, Morocco

2MASI Laboratory, Computer Science Department, FPN, Mohammed First
University, Nador, Morocco

E-mail: hankar.mustapha @ gmail.com; marouane.birjali @ gmail.com;
anas.elansari@ gmail.com; abenihssane @yahoo.fr

*Corresponding Author

Received 26 December 2021; Accepted 06 March 2022;
Publication 06 May 2022

Abstract

Last December 2019, health officials in Wuhan, a province from China, iden-
tified a novel coronavirus called SARS-CoV-2 causing pneumonia. In March
2020, World Health Organization (WHO) declared COVID-19 disease being
a pandemic. During quarantine periods, people all over the globe were living
under severe and overwhelming circumstances and expressing feelings of
loneliness, dread, and anxiety. The pandemic has had a significant impact
on the labor markets. As a result, several employees have lost their jobs while
others are in grave danger to lose their positions the next day. In this paper,
we developed a hybrid approach integrating sentiment analysis combined
with topic modeling to analyze the impact of the COVID-19 pandemic on
Moroccan citizens. The data used in this study includes comments collected
from a well-known news website in Morocco called Hespress. Our approach
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follows a two-step process. In the first step, we implement a topic modeling
method to analyze and extract topics from Arabic comments, and in the
second step, we perform topic-based sentiment analysis to classify people’s
feedback on extracted topics. The final results revealed that the expressed
sentiments regarding all the topics are highly negative.

Keywords: COVID-19, sentiment analysis, topic modeling, Arabic,
CaMelL, Hespress, feedback, quarantine, selenium, LDA.

1 Introduction

Last December 2019, the novel coronavirus was discovered in Wuhan, a
province in China calling health officials to trace the possible sources of the
SARS-CoV-2 virus. Back then, they thought that its origin was a seafood
market located in Wuhan [1]. As the disease expands its infection base
exponentially, investigations are still conducted by researchers to reveal how
coronavirus spreads. The main transmission mode [2] is via direct contact
with droplets of an infected person coughing, sneezing, or touching contami-
nated surfaces. Months later, this epidemic is declared to be a pandemic by the
world health organization (WHO), and many countries started to take harsh
decisions to quarantine people at home as the only way to suppress the virus
from spreading. Conducted studies [3, 4] revealed that protective measures
during quarantine such as lockdowns, travel restrictions, and economic shut-
downs have led many people to suffer from psychological disorders because
of being isolated or socially distanced from each other, and also threatened of
losing their jobs. The impacts of the lockdown include post-traumatic stress
disorder symptoms, confusion, anger, long quarantine suppress symptoms,
infection fears, frustration, boredom, lack of resources and supplies, and
financial loss.

Sentiment analysis is very used in social media, microblogs, personal-
ized systems [5, 6], and forums to retrieve and analyze textual data that
holds an opinion of the user. Sentiment analysis enters the field of natural
language processing (NLP), and it is widely applied in various domains
such as marketing services to retrieve customers’ opinions about a certain
product, and social media to polarize opinions about political topics or public
figures. Sentiment analysis methods are viewed at three main levels: docu-
ment level, sentence level, and aspect or topic level [7]. This study focuses
on performing sentiment analysis of the third type, namely the topic level.
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Thus, a topic modeling model, namely latent Dirichlet allocation (LDA), is
applied to extract topics from the corpus of collected documents. Afterwards,
a topic-based sentiment classification is performed to classify comments into
positive, neutral, and negative.

In this paper, we developed a hybrid approach that combines both topic
modeling and sentiment analysis to analyze the impact of COVID-19 on
Moroccan people during periods of quarantine. In this hybrid approach, we
apply a topic modeling-based sentiment analysis to mine people’s opinions
on several extracted topics related to the COVID-19 pandemic. The system,
in the first phase, extracts the topics from the dataset using LDA, and then a
topic-based sentiment analysis classification is performed using a pre-trained
model, namely CaMeL, in the second phase. The dataset provided for the
study contains comments collected from Hespress' written in modern stan-
dard Arabic (MSA) and Moroccan dialect (MD). The system integrates many
techniques and models to perform the topic-based sentiment classification
on the collected comments. A topic modeling method is applied for topic
extraction, a word embedding model is built to compute word similarities
in the vector space [8], and a pre-trained sentiment classification model is
implemented to classify subjective opinions about extracted topics related to
the COVID-19 pandemic. For example, we want to know how COVID-19
affects various domains such as people’s mental health, the state economy,
the labour market, support plan launched by the government, or the impact of
preventive measures on citizens’ normal life, etc.

The remainder of this paper is organized as follows: we cite and discuss
some related works to this study in the second section. The third section
is dedicated to describing and exploring the dataset. Cleaning and pre-
processing tasks are performed in the fourth section, with mentioning some
pre-treatment issues in the Arabic language. In Sections 5 and 6, we cite
the various methods used in the process of our work, such as LDA for
topic modeling, word2vec word embedding model for similarity computing,
and CaMeL pre-trained analyzer for sentiment analysis. In Section 7, we
describe our hybrid approach to perform a topic-level sentiment analysis on
COVID-19 comments. In Section 8, we present our findings for discussion
and further perspectives. In the last section, we summarize our work and
discuss some future work.

Uhttps://www.hespress.com/
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2 Related Work

In recent years, researchers have shown an important interest in natural
language processing (NLP) in order to advance processing methods for a
better understanding of human languages [9, 10]. However, many challenges
are still facing other researchers in Arabic NLP due to specific characteristics
of the language. In this section, we will reference and discuss some related
works to our study.

Melville et al. [11] built a lexicon-based model for sentiment analysis
trained on labeled documents. They combined lexicon and machine learning
(Naive Bayes) approaches to classify texts into positive, neutral, and negative
sentiments.

Abdul-Mageed et al. [12], proposed a system (SAMAR) for Subjectivity
and Sentiment Analysis (SSA) to classify the text into objective or subjective
before identifying its polarity. The dataset used for this study was collected
from social media websites, chat apps, Twitter, web forums, and Wikipedia
Talk Pages. The system uses the SVMIlight algorithm for the classification
task. Their experiments faced some difficult and complex issues related to
the characteristics of the Arabic language.

Hu et al. [13] used an unsupervised sentiment analysis method based on
emotional signals. These signals were divided into two categories: emotion
correlation and emotion indication. They conducted their approach on two
Twitter datasets. The results proved the efficiency of their proposed model
and the importance of the roles of different emoticons in sentiment analysis
as well. In [14], Dasgupta et al. used a clustering technique, to group texts
is into sentiment dimension. This happens by providing user feedback in
the spectral clustering process in an interactive manner. Each dimension of
spectral clustering contains features, which are considered sentiment-oriented
topics. To determine the most important dimensions, they needed human
interaction. The proposed framework needs a massive amount of manual
annotation for documents to identify important dimensions.

In [15], Zarra et al. proposed a semi-supervised approach for colloquial
Maghrebi Arabic which combines topic extraction and sentiment analysis
in one model that assigns a polarity for each extracted topic. They used a
supervised approach to classify sentiments, and an unsupervised approach
to extract topics from a dataset of Facebook comments. Shelke et al. [16]
proposed an approach for aspect-oriented and domain-independent sentiment
analysis applied on product reviews. They implemented the SentiWordNet
lexicon to detect the polarity of the review based on its identified features.
Li et al. [17] developed a client perception-based product feature mining
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technique that uses sentiment orientation. The feature and sentiment orien-
tation of products are sorted by the weights of user interest to help customers
access review orientation more effectively.

Akhtar et al. [18] proposed an aspect-specific framework for sentiment
analysis that combines an aspect extraction method and a sentiment classifi-
cation model that implements a particle swarm optimization (PSO) algorithm.
The system works in a two-step process, aspect term extraction, and sentiment
classification. They used three models for sentiment classification, namely,
Maximum Entropy (ME), Conditional Random Field (CRF), and Support
Vector Machine (SVM). Experiments of the system on two different kinds
of domains showed high effectiveness.

Piryani et al. [19] proposed a linguistic rule-based aspect-level sentiment
analysis approach for movie reviews. Their approach extracts the aspects
from movie reviews, finds the opinion about the extracted aspect, and com-
putes the polarity of the opinion using linguistic rules. According to the
authors, this method showed good accuracy and may be integrated into an
opinion profiling system. In [20], S. Asharaf et al. suggested an aspect-level
sentiment analysis method applied on product reviews. They used LDA to
extract aspect words and then mapped with various aspects of an entity to
perform aspect-level sentiment analysis. Experiments on real-world datasets
showed promising results compared to the state-of-the-art sentiment analysis
methods.

In our previous work [21], we utilized a baseline bag of words (BOW)
model to represent the documents as vectors. However, the model has many
limitations such as the order of the words is ignored in the document rep-
resentation and the semantic aspect of the text is undermined [22]. In this
paper, we overcame this problem by reinforcing the proposed system with a
word embedding model to enhance the topic extraction task from the corpus
using word similarities [23]. We used principal component analysis (PCA)
for dimensionality reduction to project the model in a two-dimensional space
to identify topic words. More comments were added to the previous dataset
to empower our system and to cover actual aspects related to COVID-19
pandemic.

3 Data Description

The dataset provided for this study contains collected comments from Hes-
press (online local news platform) written in both MSA and MD. The size of
the previous dataset is increased to more than 21000 comments. We coded
python crawler using selenium module to extract all the comments of opinion
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articles and news articles related to the COVID-19 pandemic in various
domains such as health, economy, politics, society, vaccine, etc. The Arabic
comments were filtered from other comments written in other languages like
English, French, or Spanish using a python function to detect the language
of the comment. The columns names of the dataset are: the date when the
comment was published, the user’s name, and the comment text.

4 Data Cleaning and Pre-processing

Arabic language characteristics have made processing its text in the web more
challenging wherein researchers must deal with several difficulties related
to the nature of the language such as ambiguity, diglossia, and many other
difficulties related to the morphology of Arabic [24]. Another challenge is
that the web Arabic text is a mixture of classical Arabic (CA), modern
standard Arabic (MSA), Moroccan dialect (MD), and may also contain
Arabizi words written in Latin letters, notations, orthographic features like
repeated letters, spelling mistakes, slang words, ironic expressions, idiomatic
expressions [25]. Arabic language has different structure which makes the
processing task more difficult than other languages. For example, Arabic is
a right-to-left language with 28 letters including three vowels and special
diacritics called harakat (S ~) like fatha (4~3), sukun (0sS=), hamza (3«),
tanwin (0255), shadda (323)...etc. Diacritics can change the semantics and
the syntax of a word, making the meaning of the words in the text more
confusing. The forms of letters alter according on which position they appear
in a word [24]. Hence, cleaning a text written in Arabic includes removing
punctuations, links, emojis, numbers, repeated letters, diacritics, and words
that are not written in Arabic letters and stop words. For example, given an
Arabic phrase like: i—Laa 52158 51580 53558 615800 4", After cleaning this sen-
tence, we will have an output sentence as follows: Al 3¢l 58 ol Al (555 8 &1 3l .
The next task to come after cleaning is to preprocess the output comments.
This includes tokenization which means splitting the text into formal words
called tokens, and stemming is performed on these tokens by eliminating both
suffixes and prefixes to convert them into the base form of the terms called
stems. The Table 1 below shows some examples of text comments before and
after cleaning and preprocessing.
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Table 1 Raw comments versus preprocessed comments

Comment
3ol s alll 555 aSiladl V55550 o slil) iadaialll 83
133585 et 53058 138 cpa g5 581 i 3l Y Alll 8 ol
D)
s 4ka i dgiiall ae )l laal s el Clasal g
3555 5ped shle o shle Joloam s dSeall juall g Uadl)
5.\ Axdall s Badie agie (S

Pre-processed comment
A Vg8 aSilad 55500 sl ekt alll | <3
S in 558 i 73 Al 0 B el
Gl i )58
JAdalla Aggiie da ) Hlasal de ) Glaal dlin
i S 05 e hle dlpw (Gea, pe plld

Gady | En
Axdy (fala

225

Lol Al Ay aalis el Al Al ) (3las

elog pe Adhall 485 3 aalucie Hedll AT s Al Hall (5iles o
e G, L allS U8

ol o Ll b Galiill s U, S

g Ay =dli Glea el Sl ph a
e g o W) gyl Lo Uy )sS Ales
BENCB Q!

I U PN PP PR S NP R
Giiiae 3l sall (gie W) Gl Lol € Uy 58 (e lanl

Ssall it Lde )58 2l G (53 15
BU R S ENNE P ST VRSN

Lala B gaiem ;i all ¢ 30 die adlalbiial 38§ (o gl i
stia Py all o3 < daay oa) clea ) cad aalue cuali 3005

Slaaluaall @y o) of Slinalill JS b Bal 1 caai g &l 81
$dan ) S Al cilead cund

5 LDA for Topic Extraction

Topic modeling is widely used in the fields of text mining and information
retrieval to extract the hidden topics (or items) in a collection of documents. In
a process of topic modeling, we intend to discover the hidden topics (aspects)
in the corpus. Each document from the corpus is considered as a set of various
topics, and each topic is represented as a set of various words. For example,
suppose we have a two-topic model of news articles. The distribution of topics
in document 1 might be given as 90% topic A, 5% topic B, and 5% topic C,
and the distribution of topics in document 2 is given as 30% topic A, 60%
topic B, and 10% topic C. If we choose three most important words for every
topic distribution, then the words in topic A might be: “Biden”, “senate”, and
“government” while the most important words in topic B are: “software”,
“cloud”, and “computer”. The common words in topic C could be “movie”,
“music”, “art”. From there, we can see that topic A is clustered around politics
keywords, and topic B talks about tech, while topic C is clustered around
entertainment. Latent Dirichlet Allocation [26] is an unsupervised generative
and probabilistic model for topic modeling which is widely used to extract
topics from a corpus of textual documents. LDA represents each document
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of the corpus as a distribution over latent topics, and each topic, in turn, is
represented as a distribution over words. In LDA terminology, a document is
represented as a sequence of N words denoted by w = (wyq,. .. wy), where wy
is the nth word in the sequence, and a corpus is a collection of “M” documents
denoted by D = W1... Wm. The generative process for each document “w”
in the corpus “D” is given as follows [26]:

1. Choose N ~ Poisson(§)
2. Choose 0 ~ Dir(a)
3. For each word w,, in the document sequence:

3.1. Choose a topic z;,, ~ Multinomial(0)
3.2. Choose a word w,, from p(w,, | z,, ), a multinomial probability
conditioned on the topic z,
A k-dimensional Dirichlet random variable 6 can take values in the (k — 1)
simplex (a k-vector 6 lies in the (k — 1) simplex if §; > 0, Z?th% = 1), and
has the following probability density on this simplex:
r (Zk:1 O‘i)
p(60 | a) = — o g (1)
[Tiy (i)
where the parameter « is a k-vector with components «; > 0, and where

I'(z) is the Gamma function. Given « and 3 parameters, the joint distribution
of a topic mixture 6, a set of N topics z, and a set of /N words w is given by:

N
p(0,2,w [, 8) =p(0 | @) [] p(zn | O)p(wn | 20, B) )

n=1

where p(z, | 0) is simply 6; for the unique 7 such that 2%, = 1. Integrating over
# and summing over z, we obtain the marginal distribution of a document:

p(W‘Oz, ) / 9|a (Hzp Zn|9 wn|znaﬁ)) (3)

n=1 zn

Finally, taking the product of the marginal probabilities of single docu-
ments, the probability of a corpus is computed by:

p(D |, B) = H/ (04 | @) HZpZdn\ed (Wan | Zdn, B) | dba

n=1 dgqn
4)
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6 CaMeL Analyzer for Sentiment Classification

Sentiment classification is the task of classifying texts into three main polari-
ties: positive, neutral, and negative. In the process of sentiment classification
of texts, three primary approaches are used: machine learning, lexicon-based
approach, and hybrid approach [27]. In the machine learning approach, many
algorithms are applied using linguistic features to detect the sentiment of the
text. In this work, we used a machine learning-based pre-trained model to
classify topic-categorized comments. However, Arabic sentiment classifica-
tion remains a very challenging task due to many reasons. Some of them
are related to the special nature of the language (mentioned in Section 4).
Many researchers have put their efforts to develop resources and tools to
solve the state-of-the-art opinion mining problems in the Arabic language.
CaMeL Tools [28] is one of the essential projects aiming to provide an open-
source toolkit of NLP tasks for the Arabic language such as named entity
recognition, preprocessing tools, sentiment analysis, dialect identification,
etc. CaMeL sentiment analyzer was pre-trained on large and various datasets.
The classifier labels a given text into three polarities: positive, neutral, and
negative. The analyzer using HuggingFace’s Transformers [29] and fine-
tuned on the top of AraBERT [30] and multilingual BERT [31] models to
classify sentiments. The models were trained and tested on various datasets
such as the dialectical dataset of Arabic Speech-Act and the sentiment corpus
of tweets (ArSAS).

7 Topic Modeling-based Sentiment Analysis

In this section, we introduce our hybrid approach for topic-based sentiment
analysis for Arabic text. Baseline methods in Arabic sentiment analysis
(ASA) are used to simply compute opinion polarity for a given text in a
document ignoring the topic (or aspect) level that lies beneath. However, we
often find various topics are expressed in a subjective text and the text may
also hold different polarities regarding these topics. Our approach intends to
retrieve people’s feedback towards various topics related to the COVID-19
pandemic.

The system aims, in the first phase, to extract topics within the corpus
using a topic modeling method, namely LDA, and then reconstructs the words
of each topic based on their probabilities in each topic. The topic words are
then mapped to corresponding aspects using a logical operator. To enhance
the formulated topics with other similar words in the collection, we trained
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a word embedding model on the dataset using word2vec [32] to compute
word similarities. The final formulated aspects (or topics) from the corpus
are shown in Table 2, and the topic distribution proceeding from the topic
extraction task is shown in Figure 1.

Table 2 Topic words for each extracted topic

Topic Topic Words
Covid19 & Economy Elaas yalie-Jandi-delia - Jalra sl pilas Jae - 3E 1S il f
Covid19 & E-Learning Al ja-pilais e sae-day (o - aan e iul-ladal A e daaie Ay 535 ) ) s-duali
Covid19 & Fear a3kt duae jlatil st alll eled AaSu s gae - a3l e e e shad-dleg s
Covid19 & Government Badioad g s aa Al gl ghaoal Jll-AD o el s Sldiall jlas
Covid19 & Health i 8 s Y daa i Jllas bl AaleS
Covid19 & support Gl gaiedsal (8 sdaacd-da jl-Alay (laca-Cilaclue
Covid & Vaccine ~gelie g e ) 58-S ) yiasl-a )l sy 5 Sae -2 S WU ) sa-dale ad
e yaelalle ) saie
Covid19 & Jabaddn e Sl 585 jaled el e gaila-y ylaidyina salil il

Misinformation

The extraction task resulted to distinguish 8 common topics related to
COVID-19 pandemic:

* Economy: related to all domains of the economy affected by COVID-19
pandemic in Morocco such as factories, companies, tourism, agriculture,
trade, work, industry, etc.

* Vaccine: relates to all aspects of COVID-19 vaccine and vaccination
campaign such as vaccine, Sinopharm, AstraZeneca, Pfizer, variants of
coronavirus (Delta, Omicron), dose, etc.

* E-learning: has a relation to online learning during quarantine periods
because of COVID-19 pandemic. The topic is related to aspects like
student, teacher, online platform, ministry of education, exams, etc.

* Support plan: relates to all aspects of support plan launched by the
government to support employees who lost their jobs because of the
economy shutdown like, joblessness, aids, crisis, indemnities, RAMID
(an aid system launched by health ministry) etc.
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covid19_vaccine
24.3%

covid19_fear
45.5%

covid19_gov
13.7%

covid19_eco
6.57% e

cawdlg_hea\t covid19_misinfo

3.41% 1.3%
covid19_support covid19_elearning
2.86% 2.46%

Figure 1 Extracted topics distribution.

 Health: relates to all aspects of health regarding COVID-19 pandemic
such as masks, tests, social distancing, mental health, cases, prevention
etc.

» Fear and anxiety: this topic relates to all aspects of fear of being infected,
anxiety, suppress, psychological disorders during quarantine, dystopian
feelings, etc.

In the second phase, we perform a full scan through the dataset and search
for comments expressing the extracted topic. The Algorithm 1 receives the
extracted topic as input and retrieves a data frame of comments expressing
the input topic. This task is repeated for other topics. As a result, topic
categorized data frames are constructed for sentiment classification task. The
Algorithm 2 is applied on the topic-categorized generated data frames and
then a topic-based polarity is computed using CaMeL pre-trained model [28]
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to classify sentiments to negative, neutral, or positive with respect to these
topics.

Algorithm 1 Topic extraction task

Data: comments
Result: topic_dataframes
Preprocessed_comments <— clean_diacritics()&stopwords_romoval()&prprocess();
Extracted_topics <— LDA(Preprocessed_comments);
Enhanced_topics <— word2vecSimilarity(Extracted_topics);
foreach topic do
scan comment;
if comment *expresses’ topic then
topic_dataframe <— add(comment);
else
continue;
end if
end foreach

Algorithm 2 Topic-based sentiment analysis task
Data: topic_dataframes
Result: topic-based sentiment classification
foreach topic_dataframe in topic_dataframes do
foreach comment in topic_dataframe do
sentiment_score <— CaMeLSentimentAnalyzer(comment);
if sentiment_score > 0 then
sentiment <— positive;
else if sentiment_score < 0 then
sentiment <— negative;
else
sentiment < neutral;
end if
end foreach
end foreach

The overall process of our work, as illustrated in Figure 2, starts with
collecting the comments of articles from Hespress and then saved as data
frame csv file. Afterwards, cleaning and preprocessing tasks are performed
on the raw comments. Afterwards, topics are extracted within the collection
of documents (text comments) using LDA. For each topic, we map the
corresponding comments using a regular expression searching method. As
a result, the comments are assigned to related topics. Finally, we perform
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—— Algorithm.1

— Algorithm.2

Figure 2 Topic-based sentiment analysis workflow.

sentiment analysis on a topic-based level. The final results of the overall
process are shown and discussed in the next section.

8 Results and Discussion

In this section, we present and discuss the outcomes of our study. Topic-
based sentiments regarding all extracted topics are shown in Table 3, and the
frequency of each polarity for each topic, as well as the rate of the polarity
(the polarity rate is computed by dividing the sentiment frequency by the sum
of all frequencies of other sentiments for a specific topic).
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Table 3 Topic-based sentiment analysis results

Topic Sentiment  Frequency Rate (%)
Covid19 & Economy Positive 182 7.34
Neutral 522 15.1
Negative 2290 77.6
Covid19 & Government Positive 571 11.40
Neutral 774 132
Negative 4886 75.5
Covid19 & E-Learning Positive 115 7.23
Neutral 274 25.3
Negative 743 67.5
Covid19 & Fear Positive 656 13.3
Neutral 303 32.2
Negative 1109 54.5
Covid19 & Health Positive 122 5.48
Neutral 382 37.0
Negative 1530 57.5
Covid19 & Support Positive 82 3.77
Neutral 380 17
Negative 980 79.2
Covid19 & Vaccine Positive 42 3.8
Neutral 262 23.7
Negative 800 72.5
Covid19 & Misinformation Positive 92 5.48
Neutral 132 17.8
Negative 560 76.7

The obtained results support our first assumption that the COVID-19 pan-
demic has affected dramatically all aspects of normal life. All those expressed
sentiments are highly negative regarding all topics. We notice that the most
of respondents feel deficient on how this pandemic affected the economy.
The majority of them also expressed fear, worry, and concerns about losing
their employments, and those who had lost their jobs were dissatisfied with
the government’s support plan during the quarantine months. The reported
findings in Table 3 and Figure 3 revealed a high negative rate (around 79%)
of expressed sentiments regarding COVID-19 & support topics. We also
highlight that the highest negative rate of sentiments expressed fear and
anxiety towards the new coronavirus, which is understandable, given that all
the comments were gathered in the early months of the pandemic where the
virus was still considered an unknown threat to the living humans.
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covid 1 SR economy covid $&.eleaming covid i Shfear

covidiashealth cevid19&support

covidi$8vaccine covid | S&misinformation

Figure 3 Topic-based sentiment analysis pie chart results.

We notice that the majority (72%) of comments related to vaccine and
vaccination are negative which is understandable if knowing that many people
still hold feelings of concern and worry towards COVID-19 vaccine. We
also observe that a high rate (76%) of comments related to COVID-19 &
misinformation is highly negative. The way of fake news and misleading
information about the COVID-19 pandemic and the vaccine are spreading
in social media and the web has made people to develop feelings of fear
and mistrust on taking the vaccine. As a result, people started to form anti-
vaccination groups to protest against the vaccination campaigns and the use
of a mandatory vaccine pass to access governmental buildings, restaurants,
theatres, work places, etc.

The major purpose to conduct this research paper was to analyze topic-
based opinions which are expressed by Moroccan citizens about COVID-19
impact on several domains like labor market, education, economy, mental
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health, etc. The outcomes were designed to provide an answer to the question
of how this major crisis impacted people’s everyday lives. Assuming that this
study needs to be carried out with more interest in terms of choosing the right
methods and tools and to be applied on a large-scale data,then the results
would be much coherent and insightful to cover other domains that are not
mentioned in the current study.

COVID-19 pandemic has affected calamitously education and made it
inaccessible for the majority of students, especially those who are living
in the countryside and suffering from lack of technological means (internet
infrastructure, laptops, tablets, etc.) that could help them to pursue their
classes online.

9 Conclusion and Future Work

This paper proposed an approach for topic-based sentiment analysis in the
field of Arabic sentiment analysis. The system combines a topic model-
ing method (LDA) with sentiment analysis pre-trained analyzer (CaMeL)
applied on COVID-19 collected comments to perform opinion mining on a
topic based-level. The obtained results showed that all expressed sentiments
regarding all extracted topics were highly negative. We propose as future
works, to expand this study to cover other neighboring countries in north
Africa to mine the impact of COVID-19. We also suggest to conduct another
study on finding solutions for the challenges of e-learning in Morocco when
face-to-face learning is avoidable like in the situation of COVID-19. One
of these challenges is the protection of users’ privacy, and we plan on
using homomorphic [33] encryption as a solution for its promising previous
results [34, 35].
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