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Abstract

Natural Language Processing problems generally require the use of pre-
trained distributed word representations to be solved with deep learning
models. However, distributed representations usually rely on contextual
information which prevents them from learning all the important word
characteristics. The task of sentiment analysis suffers from such a problem
because sentiment information is ignored during the process of learning word
embeddings. The performance of sentiment analysis can be affected since
two words with similar vectors may have opposite sentiment orientations.
The present paper introduces a novel model called Continuous Sentiment
Contextualized Vectors (CSCV) to address this problem. The proposed model
can learn word sentiment embedding using its surrounding context words.
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It uses Continuous Bag-of-Words (CBOW) model to deal with the context
and sentiment lexicons to identify sentiment. Existing pre-trained vectors
are combined then with the obtained sentiment vectors using Principal
component analysis (PCA) to enhance their quality. The experiments show
that: (1) CSCV vectors can be used to enhance any pre-trained word vec-
tors; (2) The result vectors strongly alleviate the problem of similar words
with opposite polarities; (3) The performance of sentiment classification is
improved by applying this approach.

Keywords: Sentiment embeddings, sentiment analysis, word embeddings,
sentiment lexicon, deep learning.

1 Introduction

Distributed representations or word embeddings are learned representations
for a qualitative concept (e.g., word, document), where close concepts usually
have a similar representation [1]. As the name indicates, these techniques
distribute the information about a given concept all along the vector. Word
embedding techniques train neural network or vector space models [2] with a
large corpus to obtain the corresponding vector for each concept. One of the
important advantages of distributed representations is the ability to capture
the syntactic and semantic relations between words. The performance of
natural language processing (NLP) tasks including question answering [3]
sentiment analysis (SA), has significantly improved due to word embedding
and deep learning (DL) models [4–7]. In NLP tasks, DL models exploit
word embedding to automatically find and extract high-level features from
textual data [8]. On the other hand, since most word embedding models rely
on context, the extracted features are more related to syntactic and semantic
orientation.

The two successful word embedding methods are word2vec [9, 10]
and Global Vectors (GloVe) [11]. Word2Vec model includes two learning
algorithms: (1) Continuous Bag-of-Words (CBOW) which aims to predict
a word given its context, and (2) Skip-Gram whose goal is to predict the
context given a word. The difference between these two algorithms is that
CBOW is faster to train, and can predict frequent words more accurately,
while Skip-gram performs well for a small amount of data and can be
slightly accurate for rare words. GloVe instead is a global log-bilinear
regression model that obtains the vectors using co-occurrence statistics and
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matrix factorization. More word embeddings models proposed later such as
FastText [12], Elmo [13], Bert [14], and GPT-2 [15].

Although distributed representations have improved the performance of
NLP tasks, they have some drawbacks. For example, most word embedding
models require a large corpus [16, 17]. This is because they rely on contextual
information and hence a large corpus will help these models to obtain more
acceptable word vectors [18]. The problem with these models is they extract
all the important characteristics of a word from its surrounding context
words [19]. As a result, the obtained word vectors contain only semantic and
syntactic information. Moreover, if two words have similar linguistic features,
they will be located close to each other in the vector space because they have
appeared several times in a common context within the corpus [20]. In some
NLP tasks like information retrieval [21, 22], this situation may not be a prob-
lem. However, the performance of some NLP tasks such as sentiment analysis
will be affected by this fact, because in sentiment analysis we do not rely only
on contextual information to determine the sentence sentiment [23, 24]. Since
word embedding models ignore sentiment information, the closest words
in the vector space may have opposite sentiment polarities. For instance,
although the two words “good” and “bad” have extreme opposite sentiments,
word2vec consider them 71% similar. The work of [25] shows that about
30% of the top 10 semantically similar words include at least one word
with opposite sentiment polarity. This may reduce the efficiency of word
embedding for sentiment analysis and affect the performance of this task.
This study addressed this problem to provide high-quality word embeddings
for sentiment analysis.

More specifically, we aim to answer the following questions: (1) can the
sentiment polarity of a word be used directly in word embeddings models to
learn sentiment information? and (2) how the integration of such important
features into existing pre-trained word embeddings may affect the perfor-
mance of SA. In this task, we propose a model named Continuous Sentiment
Contextualized Vectors (CSCV) to capture sentiment features based on the
CBOW algorithm and sentiment lexicons. In our approach, the CBOW model
is modified to predict sentiment from surrounding context words. In particu-
lar, the target word will be treated by its sentiment polarity (strong positive,
positive, neutral, negative, and strong negative) based on three well-known
lexicons, namely SentiWordNet [26], SenticNet [27], and VADER [28]. The
advantage of this approach is generating a word vector that contains sentiment
information in addition to some semantic and syntactic regularities. Thus, the
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sentiment vectors can be combined with other pre-trained vectors to generate
high-quality word embeddings. The key idea is to have word vectors with
all necessary information to distinguish between words with similar contexts
and opposite sentiment polarities.

This study is an extension of our previous work: Enhanced Word Embed-
dings with Sentiment Contextualized Vectors for Sentiment Analysis [29].
The main goal of this study is to propose a novel model called Continuous
Sentiment Contextualized Vectors (CSCV). This model aims to learn sen-
timent embeddings by making use of sentiment lexicons and the CBOW
model. The obtained results show that combining these sentiment embed-
dings with other context-based word embeddings improved the performance
of sentiment analysis using deep learning approaches. The rest of this paper
is organized as follows: we review related work in Section 2. The proposed
sentiment embedding model for SA is presented in Section 3. Section 4 elab-
orates on the experiment setup, evaluation results, and discussion. Finally,
Section 5 concludes the previous results and outlines future works.

2 Related Work

2.1 Word Embedding Methods

Word embedding aims to learn distributed vector representations of words
by exploiting the existence of a huge amount of contextual information in a
large text corpus using different techniques. This idea starts with [30]. They
proposed a neural network language model that learns word embeddings by
predicting each word based on its preceding contexts. Because this model
is not based on a fixed-size context window, it requires more computa-
tion. This problem was solved by the C&W model proposed by [31, 32]
which learns word representation using a binary classification task. The
goal was to determine if the word in the middle is related to its preceding
and succeeding context words using Convolutional Neural Network (CNN)
architecture. [9, 10] proposed the word2Vec method with two shallow neural
network models for word representation namely Continuous Bag-of-Words
(CBOW) and Skip-Gram. CBOW learns to predict a word from its surround-
ing context, or maximize the probability of the target word by looking at
the context. On the other hand, the skip-gram model is designed to predict
the context from of a given word. Those methods do not properly make use
of corpus global statistics, because they rely on linear and local contexts
(fixed-size context window before and after a word). Unlike the previous
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methods, [33] proposed dependency-based word embeddings to overcome
the problem of linear contexts. They generalized the Skip-Gram model by
replacing the linear bag-of-words contexts with arbitrary ones. To address
the problem of local context, [11] proposed Global Vector (GloVe) model
that learns word embeddings based on the global statistical information of
words in the corpus. The model constructs a word-word co-occurrence matrix
to make a projection between words vectors and the conditional probabil-
ity of their corresponding words. (Devlin et al., 2018) proposed a simple
and powerful language representation model called Bidirectional Encoder
Representations from Transformers (BERT) to improve the performance of
NLP tasks. Another model called generative pre-training (GPT) is proposed
by [34] and its successor GPT-2 [15] to learn a universal representation that
transfers with little adaptation.

Many word embedding approaches have been proposed in the literature
to embed more useful and complex information in the word vectors. Con-
textual information proved their effectiveness in learning word embeddings.
However, [12] show that character-level sub-words can be used also to obtain
word vectors. They proposed an extension of the Skip-Gram model where
each word is represented as a bag of character n-gram to obtain morphological
information of words. The advantage of this method is the ability to compute
word representations for words that did not appear in the training corpus. [13]
proposed a new type of deep contextualized word representation to model the
polysemy in addition to semantic and syntactic regularities. Part-of-Speech
(POS) information can be introduced into a neural network language model.
In this regard, [35] proposed the Continuous Dissociation between Nouns and
Verbs Model (CDNV) which is similar to CBOW model. They exploited the
principle of the dissociation between nouns and verbs (DNV) characteristic in
language acquisition to improve the quality of word embeddings. Although
these models have improved significantly the performance of various NLP
tasks, they generally ignore sentiment information. We address this problem
by proposing a sentiment embeddings method to avoid generating similar
vector representations for sentimentally opposite words, which is certainly
will be useful for SA task.

2.2 Sentiment Embedding Methods

There are two common methods to integrate sentiment information into
word vectors: The first method learns sentiment information through labeled
(polarity labels) corpora while the second method makes use of sentiment



358 M. Kasri et al.

lexicons to enhance existing pre-trained word embedding. The two methods
have shown a considerable improvement in the sentiment analysis task. [36]
adopted the first method and proposed a semi-supervised method to integrate
both sentiment and semantic characteristics. Their approach used two mod-
els; the first one was dedicated to capturing semantic information based on
a probabilistic topic technique. On the other hand, the second model uses
logistic regression to perform sentiment classification. Moreover, this model
exploited this phase to learn sentiment embeddings from the labeled corpus.
They have maximized the sum of their objective function to unify the two
models.

Several studies have developed network models to capture sentiment
embeddings from tweets during the process of Twitter sentiment classifica-
tion. [37] presented Sentiment Specific Word Embedding (SSWE) method for
SA. It aims to encode sentiment information in the continuous representation
of words. The authors used a multitask neural network model like the one
proposed by [31], but to unify the two models, they used a weighted sum of
individual loss functions. Similarly, [38] developed a neural network model
based on [31, 37] methods to learn Multi-prototype Topic and Sentiment-
enriched Word Embeddings (M-TSWE). [39] proposed three CNN-based
models to capture sentiment, semantic and syntactic information and then
integrates them to generate sentiment word vectors (SWV) in three differ-
ent strategies, namely combined (SWV-C), mixed (SWV-M), and hybrid
(SWV-H).

Since the first approach relies on machine learning algorithms, it requires
labeled data that is not always available. Moreover, the models adopting this
approach are complex and they need the tunning of multiple parameters. As
a result, several studies exploited sentiment lexicons to refine existing word
vectors. [25] used this approach based on the intensity score of the extended
version of Affective Norms of English Words (E-ANEW) [40] to enhance
word embedding. Similarly, [41] introduced a model called Sentiment-
augmented Convolutional Neural Networks (SCNN). The authors designed
this model to contain two input and lookup layers. The first lookup layer uses
vectors from word2vec. The second one learns sentiment embedding using
SentiWordNet(SWN) sentiment lexicon [26]. The work of [42], proposed a
word vector refinement model which can be applied to existing pre-trained
word vectors. The proposed model aims to adjust word representations to be
closer semantically and sentimentally and thus improve the performance of
word embeddings for sentiment analysis. This work differs from our work
as it calculates the cosine similarity between a given word and other words
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in a sentiment lexicon. Next, it selects the top-k most similar words since
they represent the closest neighbors and r-rank them based on their sentiment
scores in the lexicon. Finally, the word vectors are refined according to this
rank so they are closer semantically and sentimentally. However, in this study,
we train an extension of the CBOW model to predict sentiments -obtained
from lexicons- from surrounding context words. [24] Proposed Improved
Word Vectors (IWV) to refine pre-trained word embedding. This method
aims to improve the accuracy of sentiment analysis using deep learning. The
authors tried to combine multiple information such as POS tag and word
sentiment into IWV. [23] used also E-ANEW lexicon in addition to pre-
trained vectors to predict the word polarity based on a neural network model.
The authors exploited the obtained vectors to ameliorate the performance of
sentiment analysis

3 Learning Sentiment Embeddings

As CSCV learns sentiment embeddings from surrounding contexts, it follows
a neural network architecture similar to CBOW model. Therefore, we begin
this section with a brief description of CBOW, and then present in detail
our proposed approach. The construction of CSCV imposed two changes on
CBOW model as follows:

• In place of predicting a target word based on its local context, the model
exploits the local context of this word to predict its sentiment polarity
(e.g., positive or negative).

• Several parameters have been added or modified to make the model
generates high-quality vectors.

3.1 Continuous Bag-of-Words (CBOW) Model

CBOW model is a feed-forward neural network with three layers, namely
input, projection, and output layer as illustrated in Figure 2. This architecture
was proposed by [9] and aims to predict a target word (a word of interest
or a center word) based on its surrounding context words. Considering this
example, “the best camera you can buy today” and a context window (number
of words to consider left and right the target word) of size 2, we can construct
pairs of (context words, target word) from the text as shown in Figure 1.

At the input layer, a set of one-hot encoded vectors of the context words
is given, where the vector size is equal to the vocabulary (unique words in
the corpus) size. Then the embedding that corresponds to each word in the
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Figure 1 Examples of pairs (context words, target word).

context is obtained from the embedding matrix (lookup table). This matrix is
initialized randomly at the beginning by N-dimension dense float vectors. At
the projection layer, the embeddings of context words are summed up using
bag-of-words and then sent to an output layer which gives the probabilities
of each word in the vocabulary being a target word. Thus, SoftMax is used
as an activation function for the last layer. The authors adopted hierarchical
SoftMax to reduce the computational complexity of the model.

3.2 Sentiment Lexicon

The sentiment prediction from surrounding context words requires the impli-
cation of sentiment lexicon and pairs of «context window, target sentiment».
We have changed the target word in CBOW model by the sentiment of this
word. We have chosen five categories of sentiment namely Negative, Strong
Negative, Neutral, Positive, and Strong Positive. The sentiment of each
word is identified using a combination of three well-known lexicons. These
lexicons are: (1) SentiWordNet [26], (2) SenticNet [27], and (3) VADER [28].

SentiWordNet uses a sentiment score range between 0.0 and 1.0 to assign
words’ polarity. It groups 117 658 words into synonym sets (syensets) based
on the famous lexical resource WordNet [43] where each synset can have
three( positive, negative, and objective (usually neutral)) sentiment scores.
SenticNet contains about 15 000 words with a sentiment score between −1
and 1. −1 means the word is extremely negative while 1 represents extreme
positive words. This lexicon was created to deal with concept-level sentiment
analysis. Vader (Valence Aware Dictionary for Sentiment Reasoning) on the
other hand represents a rule-based tool and a sentiment lexicon. It was devel-
oped for social media sentiment analysis. This lexicon includes about 7 517
words with their polarity scores. In this study, we used SenticNet and VADER
to identify the sentiment of words that do not appear in SentiWordNet.
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Figure 2 The architecture of CBOW. N denotes the size of word embedding. V denotes the
size of the vocabulary.

As summarized in Algorithm 1, The target word is replaced by its senti-
ment score value from SenticNet and VADER. On the other hand, since the
word may appear in different synsets in SentiWordNet, we used the difference
between the average of positive and negative scores. This is indicated by the
following formula:

Score =

∑k
i=1 Synsetp(i)

k
−

∑k
i=1 Synsetn(i)

k
(1)

where k refers to the number of appearances of the word, Synsetp(i) rep-
resents the positive score of synset i and Synsetn(i) represents the negative
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score of synset i. The process of finding sentiment scores starts by looking at
the largest lexicon. If the word does not appear, it moves to the next lexicon.
The words that do not exist in all lexicons are after this, a sentiment class
label is assigned to the word based on its obtained score range.

Algorithm 1 Obtaining the sentiment polarity of each word in the vocabulary

Input: A set of words in Vocabulary = (W1,W2,W3, . . . ,WV )
Output: A dictionary of input words and their corresponding sentiment polarity
1: // Get sentiment polarity of words based on SentiWordNet, SenticNet, and VADER

lexicons
2: Sentiment_class = {} // Dictionary of words and their corresponding polarity class
3: for each W in Vocabulary:
4: Score = 0
5: Word = Lemmatization(W) //Lemmatize the word
6: Synsets = GetSynsets_SentiWordNet(Word) // Obtain the sysnets of a word from

SentiWordNet
7: if length (Synsets) > 0 do // That means the word exists in SentiWordNet lexicon
8: Score = Average( Synsets.positive_scores) - Average( Synsets.negative_scores)
9: else
10: Score = getPolarity_SenticNet(Word)
11: if Not Score do // That means the word does not exist in the SenticNet lexicon
12: Score = getPolarity_VADER(Word)
13: end if
14: end if
15: // Assign sentiment class based on the score obtained before
16: append (W: “Strong Negative”) to Sentiment_class if Score <= -0.5
17: append (W: “Negative”) to Sentiment_class if -0.5 < Score < 0
18: append (W: “Neutral”) to Sentiment_class if Score == 0
19: append (W: “Positive”) to Sentiment_class if 0 < Score < 0.5
20: append (W: “Strong Positive”) to Sentiment_class if Score >= 0.5
21: end for

return Sentiment_class

In our approach, we considered the words not present in the lexicons as
neutral. This is not always true, because some words may have a positive
or negative sentiment polarity. The solution to this problem is using a large
lexicon. Unfortunately, available lexicons do not include all the words in
the vocabulary set of a required corpus to train word embedding models.
Manually generated lexicons are the best resources for such problems, but
most of them have small sizes. Therefore, to partially relieve this problem,
multiple lexicons can be combined as in this study. However, less accurate
lexicons may hurt the quality of word vectors obtained. Thus, we adopt three
well-known lexicons that proved their effectiveness in the field of SA.
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Figure 3 The architecture of CSCV with an example of a strong positive word.

3.3 CSCV Model

The proposed model differs from CBOW model as it changes the target word
by its sentiment category class. As a result, instead of learning some semantic
regularities of a language, it learns sentiment embedding based on the context
words. Figure 3 shows the architecture of CSCV. It consists of a simple neural
network with three layers. The words of local context wt−c, . . . ,wt+c are
encoded to one-hot encoding before they are mapped to their unique vectors
vt−c, . . . , vt+c in the projection layer respectively. wt is excluded from the
local context because it represents the target word for a context window of
size c. These vectors are averaged to construct the input ht. Then ht will be
passed to the output layer to predict the sentiment polarity (strong positive,
positive, neutral, negative, and strong negative) Swt of the word wt.
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The input ht is calculated using the following equation:

ht =
1

C
WT ·

C∑
i=1

wi (2)

where wi is the one-hot encoded vector of word i in the context and W ∈
RV×N represents the embedding matrix (lookup table) of size V (vocabulary
size) ×N embedding size. W′ ∈ RN×SC is a weight matrix between the
projection and the output layer. SC denotes the number of sentiment polarity
(classes) in the output layer. Thus, we can compute the conditional probability
for each node in the output layer using the following equation:

uj = vTj ht (3)

where vTj is jth column of matrix W′. These values are then passed through a
Softmax activation function to predict the most acceptable sentiment polarity
of the target word. The objective of the CSCV model is to maximize Equa-
tion (4) where Swt represents the sentiment polarity of the target word given
its context.

1

SC

SC∑
1

log p(Swt |wt−c, . . . , wt+c) (4)

3.4 Model Training

To train the CSCV model, we used the IMDB dataset [36] text data. It is
a free and well-known dataset for sentiment analysis. It includes 50,000
reviews about movies with their sentiment labels (positive or negative). We
constructed the pairs of «context window, target sentiment» the text provided
by the IMDB dataset as described in Section 3.2. We have chosen this dataset
because we planned to evaluate our models on datasets that contain movie
reviews. This will help to partially alleviate the OOV (out of vocabulary)
problem during the evaluation. Figure 4 shows the most relevant words after
dataset pre-processing.

First, we normalized the datasets by converting all uppercases to lower-
cases and all digits to “D”, fixing the contractions, and removing HTML tags
in addition to abnormal sentences. In order to balance the word occurrences
in the text, we performed subsampling of frequent words using the following
sampling rate:

P (wi) =
10−3

pi
(

√
103pi + 1) (5)
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Figure 4 Word Cloud of relevant words in the IMDB dataset.

Figure 5 Summary statistics of words polarities and existence in the three lexicons.

where P (wi) represents the probability of keeping the word i, and pi denotes
the proportion of this word in the corpus. Therefore, the training text contains
about 8 million words. The vocabulary size is about 62,000 with 67.2% of
words existing in the combined lexicons. Figure 5 shows summary statistics
about the polarity of words and their existence in the lexicons. As mentioned
before, words that are not present in the lexicons are considered neutral. This
explains the considerable number of neutral words in the vocabulary.

We learn the sentiment vectors by minimizing the loss function presented
in Section 3.3. The embedding matrix W ∈ RV×N is initialized randomly
with values falling into [−1, 1]. Each row in W represents a vector of a
unique word in the vocabulary. We empirically set the context window size as
2 and the embedding dimension as 300. This dimension has been selected for
three reasons: (1) to help the model to capture some semantic and syntactic
features in addition to sentiment orientation, (2) to ensure the stability of
word embeddings, and (3) to facilitate the comparison with existing models.
The training errors are optimized using the RMSprop optimization algorithm
where the gradients are obtained via back-propagation [44].
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The sentiment embeddings are extracted from the lookup table after the
model ends training. The obtained vectors can be combined then with any
pre-trained vectors applying PCA (Principal Component Analysis) technique:

EV s = PCA(CSCV ⊕ PV) (6)

where, EV s, CSCV, PV refer to the result vectors called Enhanced Vec-
tors, the sentiment embeddings obtained from our proposed model, and
context-based pre-trained vectors, respectively. PCA aims to reduce the
dimensionality of large data without removing important information. It is
applied to keep sentiment information from CSCV vectors and semantic
information from pre-trained vectors.

The performance of word embeddings is often evaluated using NLP
tasks. Thus, we conducted experiments on sentiment classification using three
DL models. Furthermore, we compared our refining method with the most
popular word embeddings available online, including word2vec and GloVe.
However, this method can be applied to any pre-trained model.

4 Experiments

This section is dedicated to describing the evaluation of our proposed
approach. We used sentence-level sentiment analysis with deep learning to
test the efficiency of the Enhanced Vectors. Thus, we carried out several
experiments using well-known deep learning models and benchmarking
datasets. However, the experimental settings are as follows:

Datasets: In this study, we used two well-known datasets to evaluate our
approach. These datasets are Movie Review1 (MR) [45], and Stanford Senti-
ments Treebank2 (SST) [46]. The first dataset contains sentences describing
movies (good or not good). These sentences were extracted from the Rotten
Tomatoes website. If the sentence was marked “fresh” on the website it
represents a positive review and vice versa. The SST dataset contains also
sentences related to movie reviews and it has two variations: SST-1 and SST-
2. The difference between them is that SST-1 is a fine-grained dataset that
involves five labels. SST-2 includes only the existing positive and negative
reviews in SST-1. In Table 1, we summarize the statistics of all datasets
after pre-processing. CV (cross-validation) means the dataset does not have

1http://www.cs.cornell.edu/home/llee/papers/pang-lee-stars.home.html
2http://nlp.stanford.edu/sentiment/

http://www.cs.cornell.edu/home/llee/papers/pang-lee-stars.home.html
http://nlp.stanford.edu/sentiment/
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Table 1 Summary statistics for the datasets used for evaluation. C, SL, and VS denote the
number of classes, sentence length, and vocabulary size respectively

Dataset C Max SL VS Size Train Dev Test
MR 2 56 18765 10662 9596 – CV
SST-1 5 53 17836 11855 8544 1101 2210
SST-2 2 53 16188 9613 6920 872 1821

Table 2 Hyperparameters selected for each classifier
Hyperparameter CNN LSTM BiLSTM
Filter Number 128 – –
Filter Size 3, 4, 5 – –
Pooling Size Sequence Length – Filter Size + 1 – –
LSTM Dim – 164 164
Dropout 0.5 – –
Regularization L2(0.01) L2(0.01) L2(0.01)
Epoch 40 20 20
Batch Size 32 32 32
Optimizer Adam Adam Adam

a standard train, dev, and test split, therefore 10-fold CV was used to test
the performance of the trained classifier. To evaluate the performance of
a sentiment classification model, these datasets have been widely used as
a benchmark in many studies. Thus, in this research, the experiments are
conducted with two types of classification: binary and multi-class, to compare
our proposed approach with the baseline methods.

Word embedding: The pre-trained word embeddings combined with our
sentiment embeddings are word2vec [9, 10] and Glove [11]. Both pre-
trained word embeddings are available online. Word2vec was trained on the
GoogleNews dataset while GloVe was trained on Common Crawl 42B.

Classifiers: In this study we used the following classifiers: Convolutional
Neural Network (CNN) [47], Long Short Term Memory (LSTM) [48] and
Bidirectional LSTM (BiLSTM) [49]. For CNN we follow [47]’s work by
using the static method with default settings for both datasets. The two
other models are implemented following the methods proposed in [49].
We have implemented these classifiers using TensorFlow and Keras with
the default hyperparameters provided by the used libraries and the original
papers. The best models with convenient hyperparameters are selected based
on the accuracy obtained for the development set. Table 2 summarizes the
hyperparameters chosen for each classifier.
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Evaluation metric: Since the datasets have a balanced number of samples of
all classes, we adopt the accuracy metric to evaluate the performance of our
approach. The accuracy represents the ratio between the correctly predicted
examples to the total number of examples, which is defined as follows:

Accuracy =
Number of correct predictions
Total number of predictions

∈ [0, 1] (7)

Baseline method: The following methods are used as benchmarks for
sentence-level sentiment classification:

• CNN-non-static: 1d-CNN with pre-trained word embeddings as inputs
proposed by [47].

• CNN-multichannel: 1d-CNN but with two sets of word embeddings
proposed by [47].

• Tree LSTM: A generalization of LSTMs to tree-structured network
topologies proposed by [49].

• Multi-task LSTM: A multi-task learning framework to jointly learn
across multiple related tasks proposed by [50].

• BiLSTM-CRF: A two-step pipeline framework for sentence-level sen-
timent classification proposed by [48]

• BiLSTM+Re(word2vec): BiLSTM neural network with word2vec
refined using intensity score proposed by [25].

• BiLSTM+Re(GloVe): BiLSTM neural network with GloVe refined
using intensity score proposed by [25].

• CNN-non-static + IWV(WG): 3d-CNN with Improved Word Vector
(IWV) for word2vec and GloVe (WG) proposed by [24].

• CNN-multichannel + IWV(WG): 3d-CNN with Improved Word Vec-
tor (IWV) for word2vec and GloVe (WG) using two sets of word
embeddings proposed by [24].

• AC-BiLSTM: Attention-based bidirectional long short-term memory
with convolution layer proposed by [51].

• BiLSTM+SAWE-word2vec(PCA100): BiLSTM neural network with
sentiment-aware word embeddings combined with word2vec proposed
by [23].

• BiLSTM+SAWE-GloVe(PCA30): BiLSTM neural network with
sentiment-aware word embeddings combined with GloVe proposed
by [23].
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5 Evaluation

5.1 Qualitative Evaluation

In order to verify the effect of sentiment contextualized vectors, we man-
ually check the pre-trained word embeddings after refinement. 10 nearest
neighbors of several words derived from word2vec and GloVe are selected
for evaluation as shown in Figure 6, and Figure 7. The criterion of select-
ing examples is whether the word has a positive or negative polarity to
demonstrate if the refinement method can remove the noisy words (words
with opposite sentiment polarity in the red cells) from the top similar words.
Based on word embeddings, the nearest neighbors are obtained using cosine
similarities between the selected words and other words in the vocabulary.

As indicated in Figure 6, the nearest neighbors derived from word2vec are
not so good. word2vec has at least one word with opposite sentiment polarity
in the top nearest neighbors for each example. This is because word2vec
depends totally on the local context to predict words. For GloVe, the problem
of opposite polarity words is not often existed. However, the nearest words
generated from GloVe embeddings may contain some words that could not
be considered similar (e.g., “because” and “too”) but they are often used in
the same context. The reason for that is Glove does not rely only on the local
context but incorporates words co-occurrences (global statistics) to generate
word embeddings. To the best of our knowledge, such words do not affect
much the performance of sentiment analysis because they are considered
neutral.

Figure 6 Example of nearest neighbors of words “good” and “bad” from word2vec and its
refined word embeddings. SP, P, N, and SN denote strong positive, positive, negative, and
strong negative, respectively.
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Figure 7 Example of nearest neighbors of words “gorgeous” and “unhappy” from GloVE
and its refined word embeddings. SP, P, N, and SN denote strong positive, positive, negative,
and strong negative, respectively.

Even the refining method changes the order of the nearest neighbors in
the examples without opposite polarity words, it does not affect the quality
of word embeddings as indicated in Figure 7. Some words can be replaced,
but with other sentimentally similar words. Nevertheless, it can remove noisy
words as in the second example. Based on the manual check this approach
tends to give better results with word2vec because they follow the same
principle. However, the generated word embeddings contain sentimental
information which they are very important for SA and can be used with any
other pre-trained word embeddings. These results indicate that our approach
can improve the quality of a pre-trained word vector, so it can be closer to
both semantically and sentimentally similar words.

5.2 Sentiment Classification

Sentiment classification is the process of classifying given instances into
coarse-grained classes such as positive, negative, and neutral, or fine-grained
classes using machine learning algorithms [52]. Figure 8, Figure 9, and
Figure 10 illustrate the results of the benchmark datasets. Figure 8 shows the
performance obtained from EVs with word2vec pre-trained word embeddings
for all datasets. As can be seen for MR, our approach outperformed word2vec
in most cases. The accuracy of the CNN and BiLSTM models has improved
by 1.3% and 0.3%, respectively. Similarly, EVs provide absolute accuracy
improvement for SST, especially for fine-grained. The accuracy increased by
0.2%, 1.6%, and 2.3% for CNN, LSTM, and BiLSTM successively.

Figure 9, indicates the comparison between GloVe and its refined word
embeddings over all datasets. As can be seen, EVs give an improvement of
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Figure 8 The accuracy comparison of word2vec and refined word embeddings over MR,
SST-1, and SST-2 using CNN, LSTM, and BiLSTM models.

Figure 9 The accuracy comparison of GloVe and refined word embeddings over MR, SST-1,
and SST-2 using CNN, LSTM, and BiLSTM models.

Figure 10 The accuracy comparison of GloVe, word2vec, and CSCV over MR, SST-1, and
SST-2 using CNN, LSTM, and BiLSTM models.

0.4%, 1.2%, and 1.2% for CNN, LSTM, and BiLSTM models respectively on
the SST-1 dataset. The same situation can be observed in the binary task with
an improvement of accuracy in the three classification models, especially for
LSTM (accuracy is improved by 1.6%). For MR, GloVe performs better with
CNN and LSTM. However, the results are closer for both word embeddings.
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Table 3 State-of-the-art results on the MR, SST-1, and SST-2 datasets. The best results are
highlighted in boldface

Method MR SST-1 SST-2
CNN-non-static 81.5 48.0 87.2
CNN-multichannel 81.1 47.4 88.1
Tree LSTM – 50.6 86.9
Multi-task LSTM – 49.6 87.9
BiLSTM-CRF 82.3 48.5 88.3
BiLSTM+Re(word2vec) – 49.6 88.2
BiLSTM+Re(GloVe) – 49.7 88.6
CNN-non-static + IWV(WG) 82.0 47.0 86.5
CNN-multichannel + IWV(WG) 81.5 46.4 87.0
AC-BiLSTM – 48.9 88.3
BiLSTM+SAWE-word2vec(PCA100) – 49.8 87.2
BiLSTM+SAWE-GloVe(PCA30) – 52.1 88.5
BiLSTM + EV_Glove 82.1 49.2 88.3
BiLSTM + EV_word2vec 82.4 48.4 88.6

We also evaluated our sentiment contextualized embedding by using
them directly with the classification models. This approach shows promising
results as indicated in Figure 10. Although word2vec and GloVe perform
better in most cases, CSCV has achieved state-of-the-art even if it does not
contain much semantic and syntactic information. As observed in Figure 10,
it outperforms word2vec and GloVe on the MR dataset using CNN with 0.2%
and 0.1%, respectively.

To evaluate the performance of our approach we compared our results
with ones obtained by 11 state-of-the-art methods. Table 3, indicates the
results of these methods including the one used in this study. However, our
approach achieved promising results on the MR and SST-2 datasets. The
selected methods are a collection of approaches that use generic algorithms
such as CNN [47] and AC-BiLSTM [51], or they leverage the integration of
word sentiment knowledge into DL models.

As shown in Table 3, the BiLSTM model with refined word2vec achieves
the best results. Considering its accuracy of 82.4% on the MR dataset, it
outperforms BiLSTM-CRF [48] and CNN with IWV [24]. The same model
performs well on the SST-2 dataset and achieved an accuracy of 88.6%.
With this result, the model outperforms most of the complex methods such
as Multitask LSTM [50], Tree LSTM [49], and AC-BiLSTM [51]. For the
SST-1 dataset, BiLSTM with SAWE-GloVe(PCA30) has achieved the best
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accuracy of 52.1%. However, the refined GloVe with CSCV reaches a good
performance compared to BiLSTM-CRF [48] and AC-BiLSTM [51].

6 Discussion

As illustrated in Figures 6 and 7, the enhanced vectors removed semanti-
cally similar but sentimentally dissimilar nearest neighbor words from the
top 10 similar words. Therefore, our approach provides high-quality word
embedding for sentiment analysis. The vectors obtained from this approach
can be combined with any other context-based word embedding to avoid the
problem of closest words with opposite sentiment polarity. This will help to
improve the performance of sentiment analysis. The results show that our
refining method achieved a good accuracy than some complex models and
reached the state-of-the-art applying BiLSTM technique. This is because the
enhanced vectors contain the important information for sentiment analysis
which are the words’ sentiment orientations.

As can be observed from qualitative evaluation and sentiment classifi-
cation, the proposed approach tends to give more accurate results with the
refined word embeddings of word2vec. This is because CSCV follows the
same principle as the CBOW model. However, with the two pre-trained word
embeddings used in the experiments, our refinement approach was able to
outperform the non-static methods such as Tree LSTM and CNN-non-static.
These methods realize their best results using trainable embeddings, while
the experiments in this study are conducted with static refined embeddings.
This demonstrates the effectiveness of CSCV sentiment embeddings and the
refined approach. The use of CSCV sentiment embeddings directly attains
good results, but not as other embeddings. This is because the CSCV model
does not capture many semantic and syntactic features of words. The selected
300-dimension embedding size is to make the model encode the full sen-
timental orientation of words in addition to some semantic and syntactic
information.

7 Conclusion and Future Works

In this study, we introduced a novel approach to creating sentiment embed-
dings from local contexts and combining them with other pre-trained word
embeddings. The first step of this approach follows the precept of the CBOW
model. It aims to predict the sentiment of a center word from surrounding
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context words. The word’s sentiment is acquired from three well-known
lexicons, namely: SentiWordNet, SenticNet, and VADER. The second step
of our approach combines the obtained sentiment embeddings with other
pre-trained word embeddings applying the PCA technique. The combination
seeks to retain semantic information from pre-trained word embedding and
sentiment information from the CSCV model. Therefore, providing high-
quality word embeddings for many NLP tasks, especially text-based SA and
emotion detection. The experiments on different benchmark datasets show
that our refining approach improves significantly the performance of the
sentiment analysis task. Moreover, it outperforms state-of-the-art methods
over MR and SST-2 datasets. This reveals how our approach is effective
in encoding words’ sentimental information into word embeddings. In the
future, we will extend the proposed approach by trying deeper architectures
and efficient methods of encoding sentiment information. Since the quality
of word embeddings depends on a certain number of features, encoding
additional information such as POS tags can also be a part of our future work.
However, as this approach relies on sentiment lexicons the most important
work in the future is to build a large and accurate one. Applying our approach
in some user-centric situations will raise privacy concerns; thus, we plan on
addressing this problem in the future using encryption-based techniques such
as homomorphic encryption, which showed promising results in previous
works [53–55].
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