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Abstract

Accurate automatic scoring of English essay is beneficial for both teachers
and students in English teaching. This paper briefly introduced an XGBoost-
based automated scoring algorithm for English essay. To improve the accu-
racy of the algorithm, a long short-term memory (LSTM) semantic model
was introduced to extract semantic scoring features from essays. Finally, the
improved XGBoost algorithm was compared with the traditional XGBoost
and LSTM algorithms in a simulation experiment using five types of essay
prompts. The results indicate that the improved XGBoost algorithm has the
best performance for automatic scoring of English essay and also requires the
shortest scoring time.
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1 Introduction

English essay is a crucial part of English learning and reflects students’
overall ability to apply English language skills. Therefore, accurate scoring
of English essay is essential [1]. The traditional evaluation method involves
manual grading by teachers, which is time-consuming and may not provide
personalized evaluation for each student, especially when faced with a large
number of students [2]. The emergence of machine learning algorithms
provides a method for automatic scoring of English essay. The basic principle
of machine learning algorithms for automatic essay scoring is to use a
large dataset of pre-scored essays to train the algorithm to learn the scoring
pattern and apply it to score unknown essays. Applying machine learning
to automatic English essay scoring can make the scoring more objective
and efficient, saving teachers’ time and effort [3]. However, the use of
machine learning for automaticessay scoring still has limitations in capturing
subjective information such as writing style and context. The algorithm needs
to be further improved to account for these subjective elements. Mcna-
mara [4] studied the application of the hierarchical classification method
in automatic essay scoring and proved the validity of the method in the
field of essay scoring. Li [5] proposed a new model for automatic Chinese
essay scoring using a neural network, which applies the BERT network to
obtain the sentence vector of an article and then extracts the article vectors
using a two-layer bidirectional long short-term memory (Bi-LSTM) network.
The experimental results showed that this model had better performance than
other baseline methods. Hao [6] presented a weighted finite-state automaton-
based system and utilized incremental latent semantic analysis to process
massive essays. The experiment results verified the effectiveness of the
system. This article briefly introduced an XGBoost-based automatic scoring
algorithm for English essays and introduced an LSTM semantic model to
extract semantic scoring features from essays to improve the accuracy of the
algorithm. Finally, the optimized XGBoost algorithm was compared with the
traditional XGBoost and LSTM algorithms in a simulation experiment using
five types of topic-given essays.

2 Machine Learning Based English Essay Scoring
Algorithm

The XGBoost algorithm is a common machine learning algorithm. The tradi-
tional automatic English essay scoring algorithm will first extract the shallow
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Figure 1 Basic process of machine learning-based english essay scoring algorithm after
combining semantic information.

features and on-topic features of the essay when scoring [7]. The shallow
features of the essay are the statistical features that only consider the struc-
tural organization without considering the meaning of the text. The word level
includes the number of words, the number of word misspellings, the number
of words after deduplication, the length of words, and the part of speech of
words, etc. The sentence level includes the number of sentences, the length
of sentences, the number of paragraphs, etc. The on-topic features are the
keywords of the essay compared with the keywords of the essay prompt to
measure the similarity between them [8]. The extracted features are then input
to the XGBoost algorithm for score prediction. The formula used to calculate
the essay scores in the XGBoost algorithm is:

K
gi=>_ felw) fr€F, (1)
k=1

where g; is the computed prediction score, fi, is the base learner, F is the set
of base learners [9], totally K base learners, x; is the extracted feature of the
essay. The objective function [10] used in training the XGBoost algorithm is:

loss® = Zl(yi, G+ fila)) + QUf), ()
i=1

where loss' is the current objective function (loss function), ¥; is the actual
score corresponding to x;, Qf‘l is the predicted score of the previous ¢ — 1-th
integrated learner for z;, f;(x;) is the predicted score of the current learner
for x;, and Q( f;) is the regular term of the current learner.

In the above-mentioned traditional English essay automatic scoring algo-
rithm, the shallow features reflect the good or bad structure of the essay, and
the on-topic features reflect whether the topic of the essay fits the topic [11].
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In this paper, the on-topic degree will be defined as semantic similarity
between a topic given for an essay and the description of the topic in the
essay. The level of similarity between these two factors is used to indicate the
on-topic degree. However, in the actual manual scoring process, the reviewer
will not only score from the above two types of features, but also pay attention
to the semantic content of the essay as a whole, so the automatic scoring
algorithm also needs to evaluate the semantics of the essay. The automatic
scoring algorithm also needs to evaluate the semantics of the essay. This paper
introduces a semantic model into the traditional automatic English essay
scoring algorithm to obtain the semantic scoring features of the essay, so as
to improve the scoring accuracy of the algorithm.

(1) An English essay is input and pre-processed by cleaning noisy data,
converting letters uniformly to lowercase, replacing irregular symbols,
etc. [12].

(2) The shallow features of the essay are extracted, and the shallow feature
items to be extracted are shown in Table 1. Sentence readability is the
weighted sum of the average number of characters per word and the
average length of the sentence, which reflects the difficulty in reading.

(3) The keywords are extracted. First, the stop words are removed. Then,
the number of occurrences of each word in the text is counted, and
the term frequency-inverse document frequency (TF-IDF) value of each
word is calculated [13], and the top 5 words with the largest TF-IDF
values are considered as keywords. The keywords of the essay and the
keywords of the essay prompts are converted into word vectors using the

Table 1 Shallow features

Feature Level Feature Name Feature Number

Word level Number of misspelled words %
Preposition usage ratio Wo
Number of connecting words W3
Ratio of CET4 vocabulary Wy
Ratio of CET6 vocabulary W
Total number of words W
Average word length W+e
Word length variance Ws

Sentence level  Number of sentences with grammatical errors S1
Total number of sentences So
Average sentence length Ss

Sentence readability Sa
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Word2vec model. The cosine distance mean value between the keywords
of the essay and the keywords of the prompt is calculated using the word
vectors as the on-top feature.

(4) The semantic score of the essay is computed using the LSTM seman-
tic model. First, the essay is converted into word vectors using the
Word2vec model [14], and then hidden state h; of the essay is computed
in the hidden layer of the LSTM:

hy = LSTM (sentq, senta, ... senty), 3)

where sent; is the Word2vec word vector of the ¢-th sentence of the
English essay. Finally, h; gets a score between O and 1 in the fully
connected layer by the sigmoid function, which is the semantic score
of the essay [15].

(5) The shallow features, on-topic features, and semantic score features
of the English essay are input into the XGBoost algorithm, and the
predicted score of the essay is calculated according to Equation (1) of
the XGBoost algorithm.

3 Simulation Experiments

3.1 Experimental Data

The English essay scoring data needed to conduct the simulation experiment
were obtained from the essays of freshman and sophomore students in the
midterm and final English exams at Shandong Agriculture And Engineering
University. Five thousand essays were selected as the dataset. There were
five prompts in the dataset, and the number of essays, the lowest (highest)
score, the average score, and the average number of words in each prompt
are shown in Table 2. The data in Table 2 showed that there were low-scoring

Table 2 Overview of the English essay data set
Number of Lowest Highest Average Average

Essays Score Score Score Word Count
Prompt 1 800 2 33 25 315
Prompt 2 1100 0 42 31 310
Prompt 3 900 0 47 30 300
Prompt 4 1200 3 50 32 312
Prompt 5 1000 2 44 29 300
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essays with scores of 0, 2, and 3 points among the collected essays. These
types of essays are also necessary for two reasons: firstly, automatic scoring
algorithms require a sufficient range of scores for training to ensure accu-
racy; secondly, low-scoring essays can reflect more typical problems and
have evaluative value as well. Then, 60% of the essays from every prompt
were randomly selected as the training set and the remaining 40% as the
test set.

3.2 Experimental Setup

In the automatic scoring algorithm, the third-party Python tools SpellCheck
and nltk were used to check the spelling and segmentation of words, and
the number of prepositions, conjunctions, and CET-4 and CET-6 words were
obtained by a comparison with a vocabulary list. When extracting the on-
topic feature, the vector dimension of the Word2vec model, which converted
keywords into word vectors, was set to 250. When calculating the semantic
score of essays using the LSTM semantic model, 64 neurons were set in the
LSTM hidden layer, and the activation function was the sigmoid function.
In the XGBoost algorithm, the base learner for iterative training was a linear
model, and the learning task was linear regression between the input features
and the essay score. The threshold for node splitting during training was used
to determine whether the base leaner is split or not. If splitting can make the
reduction of the loss function larger than the threshold, then it is split. After
an orthogonal experiment, the threshold for node splitting was set to 0.1, and
the learning rate was set to 0.05.

To further verify the performance of the automatic scoring algorithm, it
was compared with two other algorithms. The first one was the traditional
XGBoost scoring method, which did not introduce the semantic scoring
model and used only shallow features and on-topic features as inputs to
the XGBoost algorithm. The second scoring algorithm used only the LSTM
algorithm to score the essays and also used 250-dimensional Word2vec
word vectors as inputs. The LSTM algorithm, derived from RNN, takes into
account the influence of context when processing data, making it particularly
suitable for handling sequential data such as essays.

3.3 Evaluation Criteria

In this paper, the Kappa value was used to measure the performance of the
scoring algorithm, The scoring of essays was set to NV levels. In the dataset,
essays were scored in the range from 0 to 60, all integers, so N = 61.
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The formula for calculating Kappa is:

. . 2
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where O;; denotes the number of essays manually scored as ¢ and algorith-
mically scored as j, E;; is the outer product of O;;, w;; denotes the degree
of difference between manual score 7 and algorithm score j as the weight of
the corresponding position thereafter, k is the quadratically weighted Kappa
value, and z is the value after Fisher transformation of k.

3.4 Experimental Results

The automatic English essay scoring algorithm used in this paper requires
the extraction of relevant features of the essay and then the calculation of
the essay score by the XGBoost algorithm. The essay features used in this
process can all be expressed in the form of numerical values, and Table 3
shows the extracted features of some essays and their scores. From a simple
comparison of the data in Table 3, it was initially found that the higher the
essay score, the lower the number of incorrect words and sentences, and the
higher the percentage of advanced vocabulary, on-topic degree, and semantic
score in the essay.

Figure 2 shows the kappa values of three automated essay scoring algo-
rithms for five types of essay prompts. The specific values are shown in
the data labels in Figure 2. It was seen from the figure that regardless of
the type of essay prompt, the improved XGBoost algorithm had the highest
kappa value for scoring English essays, the LSTM algorithm had the second-
highest kappa value, and the traditional XGBoost algorithm had the lowest
value. The reason for this is that the traditional XGBoost algorithm uses
only shallow features and on-topic features, which only reflects whether the
essay structure is standardized and whether the essay is on-topic. In general,
well-organized and on-topic essays will not have a poor score. However,
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Table 3 Extracted features of some essays and their scores
No. 1 Essay No. 15Essay No.98 Essay No. 136 Essay

Features (Prompt 1) (Prompt 2) (Prompt 3) (Prompt 4)
Number of misspelled 5 10 3 1
words
Preposition usage ratio 0.43 0.21 0.56 0.67
Number of connecting 34 12 54 62
words
Ratio of CET4 vocabulary 0.22 0.12 0.25 0.29
Ratio of CET6 vocabulary 0.21 0.11 0.26 0.31
Total number of words 421 432 411 429
Average word length 9 8 11 13
Word length variance 1.1 32 0.9 0.8
Number of sentences with 4 6 3 2
grammatical errors
Total number of sentences 30 30 31 32
Average sentence length 10 8 11 13
Sentence readability 0.7 0.5 0.8 0.9
On-topic degree 0.6 0.3 0.7 0.8
Semantic score 0.73 0.67 0.78 0.83
Score 25 15 36 44
0.85
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0.65
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Prompt 1 Prompt 2 Prompt3  Prompt 4 Prompt 5 Average
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Figure 2 Kappa values of three automatic English essay scoring algorithms.

in the actual scoring process, the expression of the essay content is also an
important factor and the main basis for scoring. The LSTM algorithm can
connect the context and evaluate the expression of the essay content, but it
also lacks the evaluation of the essay structure and the degree of off-topic.
For an essay, no matter how well the content is expressed, if it is off-topic,
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Figure 3 Average scoring time of three automatic English essay scoring algorithms for
essays of different lengths.

it cannot get a high score. Therefore, the improved XGBoost algorithm com-
bines the above two algorithms, referring to the shallow features representing
the writing structure, the on-topic features representing the on-topic degree,
and the semantic score features representing the content quality, resulting in
the best scoring performance.

Figure 3 shows the average scoring time of three automatic essay scoring
algorithms for essays of different lengths, with specific values shown in the
data labels in the figure. It was seen that as the number of words in the
essay increased, the scoring time of all three automatic scoring algorithms
also increased. This is because an increase in the number of words leads to an
increase in the amount of data that the algorithm has to process. Among them,
the time increase for the improved XGBoost algorithm was relatively small.
Under the same range of essay lengths, the traditional XGBoost algorithm
had the longest average evaluation time, followed by the LSTM algorithm,
and the improved XGBoost algorithm had the shortest time.

4 Conclusion

This article briefly introduced an XGBoost-based automatic scoring algo-
rithm for English essays. To enhance the accuracy of the algorithm, an
LSTM semantic model was introduced to extract semantic scoring features
from essays. Finally, the improved XGBoost algorithm was compared with
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traditional XGBoost and LSTM algorithms in a simulation experiment using
five types of essay prompts. The final results are as follows. (1) The higher the
essay score, the fewer errors in words and sentences, the higher the proportion
of advanced vocabulary, on-topic degree, and semantic score in the essay.
(2) Regardless of the type of essay prompt, the improved XGBoost algorithm
had the highest kappa value for scoring English essays, the LSTM algorithm
had the second-highest kappa value, and the traditional XGBoost algorithm
had the lowest value. (3) As the number of words in the essay increased,
the scoring time for all three automatic scoring algorithms increased; under
the same range of essay lengths, the traditional XGBoost algorithm had the
longest average scoring time, followed by the LSTM algorithm, and the
improved XGBoost algorithm had the shortest time.
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