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Abstract

With the continuous development of social networks, negative social network
public opinion appears frequently, which is particularly important for its
safety monitoring and early warning. Taking Sina microblog as an exam-
ple, this paper crawled texts from the platform, used BERT to generate
word vectors, combined the bidirectional gated recurrent unit (BiGRU) and
attention mechanism to design an emotion tendency classification method,
and realized the classification of positive and negative emotion texts. Then,
TCN was used to predict the negative emotion text to realize public opinion
safety monitoring and early warning. It was found that BERT had the best
performance. Compared with other deep learning methods, BERT-BiGRUA
had a P value of 0.9431, an R value of 0.9012, and an F1 value of 0.9217 in the
classification of emotion tendency, which were all the best. In the prediction
of negative emotion text, TCN obtained a smaller mean square error and a
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higher R? than long short-term memory and other methods, showing a better
prediction effect. The results verify the usability of the approach designed in
this paper for practical safety monitoring and early warning of public opinion.

Keywords: Deep learning, social network, negative public opinion, time
convolutional network.

1 Introduction

With the development and popularization of the Internet, the number of Inter-
net users is growing rapidly, and the integration of information technology
and traditional media has become higher. With the help of social networking
platforms such as Sina microblog and Twitter [1], Internet users can express
their opinions anytime, anywhere, conveniently, and quickly. In this case,
negative social network public opinions will spread more vigorously and
widely, which will challenge the security of the network and even society.
Negative social network public opinion has a great influence, and if no
active intervention is made within a certain period, large-scale negative public
opinion events may occur, which is not conducive to the stable development
of society. Therefore, the security monitoring and early warning of negative
public opinion on social networks has a very important practical value [2].
Establishing a reasonable and reliable public opinion security monitoring
and pre-warning system has become a highly concerning issue in the field
of cybersecurity and even social security. With the development of machine
learning, deep learning, and other technologies, more and more methods have
been applied to public opinion monitoring and early warning [3]. Xu et al. [4]
identified the main causes of public opinion fluctuations through the Granger
causality test, realized the prediction of public opinion trends based on the
gray prediction model, and proved the effectiveness of the method through
the analysis of four typical emergencies. Karamouzas et al. [5] designed an
automated public opinion monitoring mechanism based on a natural language
processing algorithm, used it in the 2016/2020 US presidential election tweet
dataset, and achieved a good result. Taking COVID-19 as an example, Wei
et al. [6] used the moving average method to analyze the shift in focus of pub-
lic opinion and used enhanced term frequency-inverse document frequency
to extract keywords to establish a word co-occurrence network. The results
showed that the focus of online public opinion changed significantly as time
went on. Aldiansyah et al. [7] identified the best convolutional neural network
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(CNN) model for Twitter sentiment analysis through parametric search and
found it achieved an accuracy rate of 88.21% for the experimental dataset.
Sina microblog is a widely used social platform at present and also an impor-
tant carrier for generating public opinion [8]. Taking negative public opinion
on the Sina microblog as an example, this paper designed a classification
method of sentiment tendency of public opinion based on the deep learning
method. The bidirectional gated recurrent unit (BiGRU) was combined with
an attention mechanism to classify sentiment for texts. Then, based on this, a
time convolutional network (TCN) was used to predict the negative sentiment
text. The approach achieved the monitoring and early warning of negative
public opinion on social networks. The effectiveness of the proposed method
was verified through experimental analyses. This study provides a new and
usable method for monitoring and early warning of public opinion. This
study is conducive to the correct guidance of public opinion, reasonably
regulating Internet users’ emotions, and improving the government’s ability
to cope with negative public opinion, thereby achieving the safe and stable
development of cyberspace. This article provides theoretical references for
further applications of the deep learning method in the relevant field and
offers some bases for deeper research.

2 BiGRU-based Emotional Tendency Classification
Method

With the rapid development of social media, social network platforms have
become an essential carrier for public opinion events [9]. For an unexpected
negative social event or natural disaster, a large number of netizens participate
in the discussion of the event on social network platforms, which may cause
the spread of a large number of negative remarks in a very short period,
resulting in the generation of negative social network public opinion. Neg-
ative public opinion events are characterized by suddenness, repetition, and
dispersion, and the information disseminated is negative and harmful, which
may bring adverse effects on relevant subjects and objects. Therefore, timely
intervention is needed.

Take the Sina microblog as an example. Netizens post their views on an
event on the platform in the form of a short text, which can be viewed and
commented on by other netizens. Meanwhile, netizens can also participate in
discussing related events through keywords and topics to form online public
opinions. In this process, the text with negative emotions is the key to forming
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negative public opinions on social networks. The emotional tendency of the
microblog can be classified by deep learning and other methods.

This paper divides the emotional tendency into positive and negative cat-
egories. The Python crawler is used to collect microblogs related to research
events on the Sina microblog platform. In order to avoid repetition, only the
original microblog text is crawled as experimental data. Irrelevant data and
information, such as expressions and unreadable code, are removed. Jieba
word segmentation is used [10]. Moreover, modal words, pause words, and
other data unrelated to the classification of emotional tendency are removed
to reduce redundancy. A BERT language model [11] is used to generate
word vectors, and then the deep learning approach is used to classify the
pre-processed text.

In selecting the deep learning method, this paper uses an algorithm com-
bining bidirectional gated recurrent unit (BiGRU) and the attention mecha-
nism (BiGRUA). GRU is a variant of recurrent neural network (RNN) [12],
which has a simpler structure, solves the long-term dependence problem of
RNN, and has good performance in data classification and prediction [13].
GRU is mainly composed of reset gate r, and update gate z;. The operation
process can be written as:

Ty = U(WT ' [htfl,ilft}), (1)
&t = U(Wz : [ht—h Cﬂt]% (2)

where o refers to the sigmoid function, W, and W, are the weight matrix of
r¢ and z¢, hy—1 refers to the hidden state at moment ¢ — 1, and z; is the input
of the current node. Then, candidate hidden state h; is calculated:

ilt = tanh(W;L . [Tt * 1, wt])v 3

where W), is the weight matrix and * is the matrix product. Hidden state h;
at time ¢ is written as:

he = (1= 2;) % hy_1 + 2 % hy. (4)

BiGRU adopts the structure of forward layer and backward layer to learn
information in two different directions, so as to improve the accuracy of
classification. Hidden state h; of the bidirectional layer at moment ¢ can be
written as: L

he = [, b, 5)

where th and 7115 are the input of the forward GRU and backward GRU at
time ¢.
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In view of the defect that BiGRU cannot judge which word is more impor-
tant for the classification of emotional tendency, the attention mechanism [14]
is added to BiGRU to classify different weights for words with different
importance. h, obtained by BiGRU is used as input, and a new vector, uy,
is obtained through a multi-layer perceptron:

ug = tanh(Wy, - hy + be), (6)

where W, and b,, are the weight and bias of attention.
Weight a; is obtained by calculating with u; and context vector u,:

eu;-uv
ay = 721‘/ eu;'u” . (7)
The final result of attention can be written as:
Z=> ahy. (8)
t

Finally, a softmax classifier is used to classify the sentiment tendency.
The formula is:
Y = softmax(W, - Z + b,), 9)

where W, and by are the weight and bias, Y is the classification result.

3 Safety Monitoring and Early Warning Method Based on
TCN for Public Opinion

In the development process of a public opinion event, the number of
microblog posts with negative emotions can reflect the accumulation of
negative emotions of netizens. Therefore, predicting the change in the number
of negative emotional texts according to the time series can realize the safety
monitoring and early warning of public opinions, and timely measures can be
taken to appease the emotions of netizens and quell negative public opinions
before the outbreak of negative emotional texts. A TCN is a method based
on a CNN [15] that performs well in predicting time series data, especially in
handling long-distance temporal dependencies. Compared to an RNN, a TCN
avoids problems of gradient disappearance or explosion, suggesting a better
stability. Predicting negative sentiment texts is also a prediction of time series
data; therefore, this paper applies TCN to achieve safety monitoring and early
warning of public opinion.
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TCN combines dilated convolution with causal convolution to obtain
dilated causal convolution. It is assumed that there is an input sequence,
X = [xo,1,...,z_1], the calculation formula of dilated causal convolution
is written as:

k—1
F(X) =) fi*op1ti, (10)
=0

where f; is the filter and & is the filter size. After dilated causal convolution,
WeightNorm is used to regularize the network. Then, the rectified linear unit
(ReLU) function is used for processing:

0, <0

z, x>0. an

ReLU = max(0,z) = {
Then, the dropout layer is also used to regularize the network and help
it converge faster. In the TCN, the residual block structure (Figure 3.1) is
used to enhance network performance. The residual block structure can avoid
the gradient problem caused by increased network depth, mitigate network
degradation, and thus improve the generalization ability of the network.
Finally, the output obtained from the previous layer is sent to the fully
connected layer for dimensionality reduction and then the output layer
outputs the final result:

Y = [Yt—S41, Ye—S+42, - - -, Ye—1, Yt |-

4 Results and Analysis
4.1 Experimental Setup

Data were collected from the Sina microblog with the keyword “Heavy rain
in Hebei in 2023”. The retrieval time was from July 25, 2023, to August
12, 2023. Forty thousand data were selected for pre-processing and word
segmentation and then manually labeled, with positive emotion marked as “1”
and negative emotion marked as “0”. The training and test sets were divided
in a ratio of 8:2.

The experiment was carried out in a Windows 10 environment. The
programming language was Python. The development platforms were Ten-
sorFlow and Keras. The grid search method was used to determine the
parameters. For BERT-BiGRUA, the learning rate was 0.001, the epoch was
15, the batch size was 64, the dropout was 0.2, and an Adam optimizer was
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Figure 1 Residual block structure in TCN.

used. For TCN, the size of a convolution kernel was 2 x 3, the ReLU activation
function was used, the epoch was 30, and the dropout was 0.3.

The performance of BERT-BiGRUA on emotion tendency classification
for the collected microblog data was analyzed in Experiment 1. Experiment
2 was employed to analyze the performance of TCN in safety monitoring
and early warning of public opinion. The data obtained after the emotion
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tendency classification in experiment 1 was used to conduct experiments, and
the number of positive and negative emotion texts in each hour was counted
to generate an experimental dataset.

The evaluation of experiment 1 was based on the confusion matrix
(Table 1).

Table 1 Confusion matrix
Positive Emotion ~ Negative Emotion

Positive emotion TP FP
Negative emotion FN TN

TP: The number of positive emotions that are classified correctly
FP: The number of negative emotions that are classified as positive
FN: The number of positive emotions classified as negative

TN: The number of negative emotions that are classified correctly

(1) Precision: P = TPZ%
(2) Recall rate: R = TPF‘CF%

. _ 2xPxR
(3) F1 value: F; = ?JFE

The mean square error (MSE) and R? were used to evaluate experi-
ment 2.

(1) MSE, used to determine the error between predicted value Y’ and true

value Y:
N

1 / 2
MSE = NZ(Y —Y)2
=1
(2) R?, used to measure the predictive power of the model, R? = 1 —

N (Y/_Y)2 _
W, where Y represents the sample average.
i=1 -

4.2 Emotional Tendency Classification Results

In order to determine BERT’s performance as a word vector model, the BERT
was compared with two other models: word-to-vector (Word2vec) [16] and
Glove [17], both of which used BiGRUA for classification. Figure 2 shows
the comparison results.

From Figure 2, it can be found that under the same classification algo-
rithm, there was a gap in the effectiveness of the three word-vector models
in the classification of emotional tendency. The classification effect of the
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Figure 2 Comparison of different word vector models.

Word2vec model was the worst as its F1 value was only 0.8716, followed
by the Glove model with an F1 value of 0.8826. The P value obtained by
BERT combined with BIGRUA was 0.9431, the R value was 0.9012, and
the F1 value was 0.9217, which increased by 0.0501 compared with the
Word2vec model and 0.0391 compared with the Glove model. These results
showed that BERT can obtain richer semantic features than Word2vec and
Glove and improve the classification effect of emotional tendency. Word2vec
does not change with the context, making it difficult to learn global statistical
information for complex semantic features in natural language. Glove can
utilize local context and consider global statistical information, resulting in
better performance than Word2vec. However, it cannot solve the problem of
polysemy. BERT is able to dynamically adjust word vector representations,
thereby obtaining higher-quality word vectors. The results in Figure 2 also
prove the reliability of selecting BERT as the word vector model.

In order to determine the performance of BiIGRUA in the classification
of emotional tendency, after using BERT to generate word vectors, it was
compared with other deep learning methods:

(1) TextCNN [18],

(2) CNN-GRU [19]: a method that combines CNN and GRU,

(3) BiLSTM+Att [20]: a method combining BiLSTM and the attention
mechanism.

The results of the comparison are displayed in Figure 3.
It can be seen that the TextCNN method performed poorly in emotional
classification, with the P value, R value, and F1 value all below 0.9. The F1
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Figure 3 Comparison of different classification methods of affective tendencies.

value obtained by the CNN-GRU method was 0.033 higher than that of the
TextCNN method, showing an improvement. The BiLSTM+Att and BIGRUA
methods were both a combination of deep learning methods and the atten-
tion mechanism. The F1 value of the BiIGRUA method was 0.9217, which
increased by 0.0173 compared with the BiILSMT+Att method. The results
showed that BiGRU is superior to BILSTM in the classification of emotional
tendency and can obtain a better classification effect. Although the TextCNN
method has an advantage in extracting local features, it neglects the contex-
tual semantic information before and after, resulting in poor classification
performance. The GRU in CNN-GRU can only obtain semantic features from
one direction, and its classification results are inferior to the BILSTM+Att and
BiGRUA methods. The results in Figure 3 further demonstrate the superiority
of the designed BiGRUA in sentiment tendency classification.

4.3 Results of Safety Monitoring and Early Warning of Public
Opinion

The selection of time steps (.5) in TCN has a great impact on the predicted

results. Different time steps were used for experiments, and the results are

shown in Figure 4.

When the time step was 2, the MSE of TCN was 0.0051, and the R? was
0.8216. When the time step was 3, the MSE of TCN decreased to 0.0045,
and R? increased to 0.8233. Then, as the time step continued to increase, the
MSE increased again, and R? decreased. These results showed that the value
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Figure 5 Comparison of different forecasting models.

of S was related to the prediction results. When the time step is 3, TCN can
obtain the best effect on the prediction of negative emotion text; therefore, in
the follow-up experiment, the time step was set as 3.

TCN was compared with other prediction models, including:

(1) grey prediction model GM (1,1) [21],
(2) LSTM,
(3) GRU.

Figure 5 presents the results obtained.
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From Figure 5, it can be found that GM (1,1) had poor performance in
predicting negative emotion text, with a high MSE of 0.0345 and a low R? of
0.3325, indicating that it is difficult to obtain effective results when applying
this method to safety monitoring and early warning. In the comparison of
several deep learning methods, the performance of LSTM and GRU was
also inferior to that of TCN. The MSE and R? of LSTM was 0.0312 and
0.4521. The MSE and R? of GRU was 0.0246 and 0.5276. The MSE of
TCN was 0.0045, which was reduced by 0.0267 compared to LSTM and
0.0201 compared to GRU. The R? of TCN was 0.8233, which was reduced
by 0.3712 compared with LSTM and 0.2957 compared to GRU. Compared
with other methods, TCN showed greater advantages in predicting time series
data. Therefore, applying TCN in security monitoring and early warning of
public opinion can achieve good results. Relevant departments can predict the
number of negative emotional texts based on TCN. If the predicted results
show that there will be more negative emotional texts, relevant measures
should be taken in time to reduce the negative emotions of netizens. If the
predicted results are within a controllable range, an early warning line is set
according to the predicted results. If the actual number of negative emotional
texts exceeds the early warning line, early warning and handling will be
carried out immediately to avoid escalating the situation.

5 Conclusion

In this paper, by using the deep learning method, BERT-BiGRUA was
designed to categorize the sentiment tendency of microblog posts in social
network public opinions, and TCN was used to predict the number of negative
sentiment texts to achieve safety monitoring and early warning. Through
experimental analysis, it was found that the BERT model had a better effect
than the Word2vec and Glove models. The F1 value of the designed BIGRUA
in the classification of emotional tendency reached 0.9217, which was obvi-
ously superior to TextCNN and other methods. TCN also achieved good
results in the prediction of negative emotional texts and can be applied in
the actual safety monitoring and early warning of public opinion. However,
there are also some limitations in this study. For instance, the data source
is relatively limited as it only considers the social platform Sina microblog,
and the research focuses solely on textual data, which may result in a biased
perspective. Therefore, future work will take a more comprehensive approach
to studying social network public opinion and incorporate analysis of social
data from more modalities to explore further possibilities for optimizing
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BiGRUA and TCN, thereby expanding the scope and effectiveness of public
opinion security monitoring.
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