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Abstract

Rapid translation of spoken English is conducive to international com-
munication. This paper briefly introduces a convolutional neural network
(CNN) algorithm for converting English speech to text and a long short-
term memory (LSTM) algorithm for machine translation of English text.
The two algorithms were combined for spoken English translation. Then,
simulation experiments were performed by comparing the speech recognition
performance among the CNN algorithm, the hidden Markov model, and
the back-propagation neural network algorithm and comparing the machine
translation performance with the LSTM algorithm and the recurrent neural
network algorithm. Moreover, the performance of the spoken English trans-
lation algorithms combining different recognition algorithms was compared.
The results showed that the CNN speech recognition algorithm, the LSTM
machine translation algorithm and the combined spoken English translation
algorithm had the best performance and sufficient anti-noise ability. In con-
clusion, utilizing a CNN for converting English speech to texts and LSTM
for machine translation of the converted English text can effectively enhance
the performance of translating spoken English.
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1 Introduction

With the fast pace of globalization and the growing frequency of international
interactions, one’s proficiency in spoken English has emerged as a crucial
metric for assessing competence in international communication [1]. How-
ever, due to language differences and the immediacy of spoken English, there
are obstacles in communication and understanding of spoken English. In the
past few years, the development of artificial intelligence and machine learning
technology has led to the emergence of a novel approach for translating spo-
ken English — speech-to-text technology [2]. First, speech-to-text technology
is used to transform spoken English into written text, and then the text is
translated by machine. This kind of translation method can convert spoken
English into written text in real time, which has the characteristics of imme-
diacy and high accuracy [3] and can significantly enhance the efficiency of
English communication. Vu et al. [4] proposed a technique that applies named
entity recognition (NER) and part-of-speech (POS) tagging for enhancing
translation accuracy in Vietnamese sentences. Wang [5] proposed the use
of a recurrent neural network (RNN) to recognize speech and employed a
connection-time classification algorithm to conduct force alignment between
the input speech sequence and the output text sequence. Shimizu et al. [6]
proposed cross-language transfer learning for end-to-end speech translation,
in which model parameters move from the pre-training phase of speech
translation in one language pair to the fine-tuning phase of speech translation
in another language pair. Slim and Melouah [7] introduced an incremental
transfer learning method for low-resource language translation, which utilizes
various relevant corpora and employs an incremental fine-tuning strategy to
transfer language features from a grandparent model to a child model. Xiao
et al. [8] systematically compared and discussed various non-autoregressive
translation models from different perspectives.

The above-mentioned literature has conducted research on machine
translation algorithms. Some studies combine POS tagging with machine
translation algorithms, some focus on machine translation of speech signals,
and others concentrate on fast training methods. In this paper, the research
direction is focused on machine translation of English speech. The adopted
method first converts English speech into text characters and then translates
the English text using a machine translation approach, aiming to reduce the
difficulty of translating English speech directly. This article briefly introduces
the convolutional neural network (CNN) algorithm for English speech-to-text
and the long short-term memory (LSTM) algorithm for machine translation
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of English texts. The two algorithms were combined for spoken English
translation, followed by simulation experiments. The novelty of this article
lies in dividing spoken English translation into two parts. First, a CNN is used
in the speech recognition module to convert English speech into text. Then, an
LSTM is utilized as an encoder and decoder to translate the converted English
text, aiming to reduce the difficulty of English translation. The purpose of
this article is to enhance the efficiency and accuracy of translating spoken
English.

2 Spoken English Speech Recognition and Translation

Translation of spoken English can take the form of end-to-end, that is,
directly convert the audio signal of spoken English into the corresponding
translation [9]. Although this method is relatively direct, audio signals need
to be divided in order to correspond with the translated characters, and its
continuity makes the separation less easy than that of text characters. More-
over, the relevant corpus whose speech corresponds with the translated text
is relatively limited, making it difficult to train the algorithm [10]. Another
form of spoken translation is to first convert spoken English into English text
and then translate the English text to obtain the target text. In this form, the
translation of spoken English is divided into two relatively independent steps.
A speech recognition algorithm is used to textualize the spoken English, and
then a machine translation algorithm is used to convert the spoken English
text into the target translation.

2.1 Speech Recognition of Spoken English

In this article, the CNN algorithm is used to recognize spoken English. Com-
pared with other deep learning algorithms, it uses a convolutional structure
to obtain local features of the input signal and can combine local features
into global features to retain the feature information of the input signal to the
greatest extent [11]. In the overall structure of the CNN algorithm, in addition
to the conventional input and output layers in deep learning algorithms, there
are also a convolution layer and a pooling layer as the core structure. The
formula of convolutional operation is:

;= f(zi—1 @k + b)), (D

where z; and x;_; are the convolution features extracted by the current
convolution layer and the previous convolution layer respectively, k; is the



432  Ying Zhang

weight of the current convolution layer during convolution, b; is the bias
of the current convolution layer during convolution, ® represents the con-
volution operation [12], and f( ) is the activation function. The specific
speech-to-text process of spoken English using the CNN algorithm is shown
below.

(1) A spoken English audio is input and preprocessed by subframing using
the Hamming window [13]. The Hamming window function is:

2mn
=0.54—-0.4 2
w(n) =0.54 -0 6COS(N_1>, (2)

where w(n) refers to the Hamming window function, n is the audio
sampling point, which needs to be within the window length range, and
N is the window length [12].

(2) After the audio signal sub-frame processing, the Mel-frequency cepstral
coefficient (MFCC) features are extracted from the signal frame.

(3) The extracted MFCC features are input into the CNN algorithm for
forward computation. First, the convolutional features are extracted in
the convolutional layer using the convolution kernel and Equation (2),
and then they are compressed in the pooling layer through the pooling
box [14]. The fully connected layer computes the distribution probabil-
ity of characters through softmax and outputs the characters with the
highest probability.

(4) If the CNN algorithm is in the use stage, the speech recognition result
can be obtained by the previous step; if it is in the training stage, the
output result is compared with the real result, and the weight parameters
in the CNN algorithm are reversely adjusted according to the error.

2.2 Machine Translation of Spoken English Recognition Text

After the recognition text of spoken English is obtained by the speech
recognition algorithm, the text is machine translated. In this paper, a Sep2Sep
model is adopted to carry out machine translation. The Sep2Sep model
consists of an encoder and a decoder. The basic principle of text translation
is to convert the source text into a string of fixed-length vector encoding
through the encoder and then convert the vector encoding into the translation
through the decoder [15]. The advantage of this model is that it uses the
intermediate vector encoding of fixed length to avoid the problem that the
length between the source and target texts is difficult to correspond one by
one. Deep learning algorithms are usually used in the encoder and decoder.
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For machine translation, a sequence of characters is converted to another
sequence of characters, so it is more suitable to use the LSTM algorithm
that works based on context. The relevant equation of the LSTM algorithm
for forward calculation of the character sequence is:

ig = f(Wi - [he—1, 2] + b;)

Cy = tanh(We - (hi—1,2¢] + bc)
Co="fi-Cor+ir-Cy
fo=f(Wy - [he—1, 2] + by)

or = f(Wo - [ht—1, ] + bo)

hy = oy - tanh(Cy)

3

where i; is the output of the input gate, h;_; is the status of the previous
hidden layer, x; denotes the current input, b;, b, and by are the corresponding
biases, Cy is the temporary state of the neural node after inputting x¢, C is
the updated state of the neural node after inputting x;, C;_; is the previous
neural node state, W;, Wy, and W are the corresponding weights, f; is the
output of the forget gate, oy is the output of the output door, and h; is the final
output or the next hidden state.

The machine translation process of a spoken English recognition text by
the Sep2Sep model is as follows.

(1) A spoken English recognition text is input, followed by vectorization by
Word2vec [16].

(2) The text vector is input into the encoder for forward computation. In
this paper, in order to make the intermediate vector given by the encoder
contain semantic information as much as possible, a bidirectional LSTM
(BiLSTM) algorithm is used for forward computation of the text vector.
Compared with the traditional LSTM algorithm, the BiLSTM algorithm
performs forward calculations on the forwardly input sequence and the
reversely input sequence, respectively, using Equation (3). The sum of
the obtained forward h; and reverse h; is averaged, and the result is the
intermediate vector of the output of the encoder.

(3) The intermediate vector is input into the decoder, i.e. the traditional
LSTM algorithm, and the forward calculation adopts Equation (3). The
calculated hidden state uses the softmax function to calculate the distri-
bution probability of characters in the translation at the fully connected
layer, and finally the string with the highest probability is output.
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3 Simulation Experiment

3.1 Experimental Data

The experiment was conducted on a laboratory server, and the data used in
the experiment included a speech dataset, a English—Chinese parallel corpus
dataset, and a self-built dataset. TIMIT (https://catalog.ldc.upenn.edu/LD
C93S1) was used as the speech dataset. The sampling parameters of this
dataset were 16 kHz and 16 bits. In total, 630 people were involved, and 6300
sentences were included. Each sentence underwent manual classification and
marking at the phoneme level. The English—Chinese Parallel Corpus from
Tsinghua University (http://thumt.thunlp.org/) was adopted. For the self-built
database, 8000 sentences were randomly selected from the parallel corpus,
and the speech data of the selected sentences were collected in a recording
studio at 16 kHz and 16 bits.

3.2 Experimental Setup

The relevant parameter settings for the speech recognition algorithm and
machine translation algorithm are displayed in Table 1. In the speech recog-
nition algorithm, the rectified linear unit (Relu) function was used as the
activation function when performing convolution in the convolutional layer.

When the proposed algorithm was tested, the speech recognition algo-
rithm and machine translation algorithm were tested separately, and then they
were combined for a comprehensive test. The speech recognition algorithm
was compared with the hidden Markov model (HMM) model and the back-
propagation neural network (BPNN). The machine translation algorithm was
compared with the algorithm adopting RNN as the encoder and decoder. In
the comprehensive test of the proposed algorithm, the algorithms used as
comparison were only different in the speech recognition part, using BPPNN
and HMM model respectively. In addition to testing the pure speech dataset
used in this paper, this paper also added white noise to this dataset to test
the noise resistance of the speech recognition and translation algorithm. The
signal-to-noise ratio (SNR) of the speech signals added with white noise was
setto 0, 5, 10, 15, and 20 dB, respectively, to test the translation performance
of the algorithm under different SNRs.

3.3 Evaluation Criteria

A word error rate (WER) was employed to assess the performance of the
speech recognition algorithm, and a bilingual evaluation understudy (BLUE)
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Table 1 Parameter settings of the speech recognition algorithm and machine translation

algorithm
Parameter Setting Parameter Setting
Speech MFCC feature 39 Convolution 64 convolution
recognition dimension layer 1 kernels (2 x 3), a
algorithm moving step length
of 2
Convolution 64 convolution Pooling A pooling box (2 x
layer 2 kernels (2 x 3), a layer 1 2), a moving step
moving step length length of 2, and
of 2 maximum pooling
Convolution 32 convolution Convolution 32 convolution
layer 3 kernels (2 x 3), a layer 4 kernels (2 x 3), a
moving step length moving step length
of 2 of 2
Pooling layer 2 A pooling box (2 x  Fully Using the softmax
2), a moving step connected function
length of 2, and layer
maximum pooling
Machine The vector 300 The input 300 nodes
translation dimension of layer of the
algorithm Word2vec encoder
The forward Two layers, 512 The reverse Two layers, 512
hidden layer of  nodes per layer, and hidden layer nodes per layer, and
the encoder sigmoid of the sigmoid
encoder
The hidden Three layers, 512 The output Using the softmax
layer of the nodes per layer, and layer of the  function [17]
decoder sigmoid decoder

was used to measure the performance of machine translation. The maximum
order of the n-gram grammar is expressed as IV, the weight of the n-gram
grammar is expressed as w,, the phrase proportion of the n-gram grammar
is expressed as p,,, and the penalty factor is expressed as B. The equation of
BLUE is:

N
BLEU = B - exp Z wn log pn | - 4)

n=1

3.4 Test Results

First, the speech recognition algorithm was tested and compared with the
BPNN and HMM model. The datasets used in the test were the TIMIT dataset
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Figure 1 Recognition performance of three speech recognition algorithms.
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Figure 2 Performance of two machine translation algorithms.

and self-built dataset, respectively. The WER of the speech recognition algo-
rithms are shown in Figure 1. No matter whether it was the TIMIT dataset or
the self-built dataset, the HMM model always had the highest WER, followed
by the BPNN algorithm, and the CNN algorithm had the lowest rate. In
addition, faced with the two datasets, the HMM model had a relatively high
WER for speech recognition of the self-built database; the BPNN algorithm
had a slightly higher rate for the same database, but the difference was not
large. The CNN algorithm almost had no difference in the WER for speech
recognition of the two datasets.

Moreover, the performance of the machine translation algorithm was
tested and compared with the algorithm that used an RNN as both an encoder
and a decoder (Figure 2). The machine translation algorithm based on LSTM
had a lower WER and a higher BLUE.
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Figure 3 Performance of the spoken English translation algorithm under three different
speech recognition algorithms.

The spoken English translation algorithm combining the speech recog-
nition algorithm with the machine translation algorithm was tested, and the
performance of this algorithm under different speech recognition algorithms
was compared (Figure 3). For both TIMIT dataset and self-built dataset,
the performance of the CNN algorithm integrated with the LSTM algorithm
was always the best, followed by the BPNN algorithm integrated with the
LSTM algorithm, and the HMM speech recognition algorithm combined with
the LSTM algorithm was the worst. In addition, under the same English
translation algorithm, the translation performance for the self-built dataset
was slightly worse, and the CNN-LSTM algorithm had the least difference in
performance.

The translation performance of the speech recognition and translation
algorithms on English speech with noise was also tested (Figure 4). As the
SNR of speech increased, the translation performance of the CNN-LSTM
algorithm almost remained stable, while that of the HMM-LSTM and BPNN-
LSTM algorithms gradually improved. Under the same SNR, the translation
performance of the CNN-LSTM algorithm was the best, followed by the
BPNN-LSTM algorithm, and the HMM-LSTM algorithm was the worst.

4 Discussion

With the rapid development of artificial intelligence technology, speech
recognition and translation technology has made significant progress and is
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Figure 4 Translation performance of different algorithms for English speech with different
SNRs.

gradually being applied in various fields. In today’s increasingly globalized
world, there is a growing demand for spoken English translation as an
important international communication tool. Traditional translation methods
rely on manual operation, which not only consumes time and effort but
is also inefficient when facing large-scale translation tasks. The emergence
of speech-to-text technology provides a new solution for spoken English
translation. Through this technology, spoken content can be converted into
text in real-time and then translated, thus achieving efficient and accurate
cross-language communication. As a natural language processing technology,
speech recognition technology can convert human speech signals into text
and achieve interchange between speech and text. In spoken English trans-
lation, the speech-to-text technology first converts spoken language into text
through the speech recognition module and then translates the text using a
machine translation system. In the English translation algorithm proposed in
this paper, the CNN algorithm was used in the English speech recognition
module, while the LSTM algorithm was used in the machine translation
module. Then, simulation experiments were conducted on the algorithm for
English translation. Firstly, a comparison was made with HMM and BPNN to
test the performance of the speech recognition module in converting speech
to text. Then, a comparison was made with an RNN to test the translation
performance of the text machine translation module. Finally, a comparison
was made among three different algorithms in terms of their translation
performance. Compared with the HMM and BPNN, the CNN performed
better. Compared with the RNN, the LSTM exhibited superior translation
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performance. Among the three algorithms for spoken English translation,
the CNN-LSTM algorithm had the best overall performance and was least
affected by interference.

The reasons causing the above results are analyzed. For the speech
recognition module, the HMM models the speech signal through statistical
methods. When recognizing speech, it derives the character with the highest
probability based on the probabilities given by modeling. The BPNN explores
hidden rules in training samples through the activation function in hidden
layers, i.e. the mapping rules between speech signals and English characters
in this article. As a deep learning algorithm, the CNN is capable of uncov-
ering hidden speech-to-character mapping rules within training samples. In
comparison to the BPNN, the CNN could automatically extract local fea-
tures from speech signals through convolving operations using kernels and
then combine them into global features, thus obtaining more comprehensive
mapping rules. Regarding text machine translation modules, the LSTM offers
advantages over the RNN as an encoder and decoder algorithm because it can
handle sequential data as the RNN and address issues like gradient vanishing
or exploding during long sequence data processing through gate mechanisms.

5 Conclusions

To further enhance the efficiency and accuracy of spoken English translation,
this article combined the CNN algorithm with the LSTM algorithm. Simula-
tion experiments were carried out. In the experiment, the speech recognition
performance of the CNN algorithm was compared with that of the BPNN
algorithm and the HMM, and the LSTM algorithm was compared with the
RNN algorithm in terms of machine translation performance. Moreover, the
performance of the spoken English translation algorithm combining different
speech recognition algorithms was compared. No matter whether TIMIT or
the self-built database was used, the HMM had the highest WER, followed
by the BPNN algorithm, the CNN algorithm was the lowest, and the CNN
algorithm had almost no difference in the WER of speech recognition for the
two datasets. The machine translation algorithm using LSTM had a lower
WER and a higher BLUE. No matter whether TIMIT dataset or the self-built
dataset was used, the CNN-LSTM algorithm had the best performance, and
the performance difference between the two datasets was also the smallest.
The CNN-LSTM algorithm could maintain stable performance when trans-
lating speech with different SNRs, and it performed better than the other two
algorithms.
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