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Abstract

This article describes a Qt-based C++ application for full-reference stereo-
scopic video quality assessment, which is platform independent and provides
a friendly graphical user interface. The stereoscopic video signals used in
the application are based on a two-view model, such as the H.264/AVC
standard in the Multiview Video Coding (MVC) profile. In addition, sev-
eral spatial resolutions are available. The application provides objective
video quality algorithms, such as PSNR, SSIM, and PW-SSIM and also
incorporates a recently published technique for stereoscopic video quality
assessment called Disparity Weighting (DW), which comprises the fol-
lowing algorithms: DPSNR, DSSIM and DPW-SSIM. Numerical results
corresponding to the performance of the objective measurements, acquired
using the proposed application, are presented. The application aims to con-
tribute to the standardization and development of objective algorithms for
stereoscopic content. As an open-source tool to be used by the academia
and the industry, the application is used to evaluate impairments in stereo-
scopic video signals, caused by processing, compression and transmission
techniques.
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1 Introduction

The diversity of the digital multimedia content available in a wide range
of services requires the use of different schemes to distribute the signals
over a variety of digital transmission technologies. Furthermore, the multi-
media streams must be adjusted to fulfill the requirements of applications,
such as, IPTV, mobile TV, digital broadcasting, video on demand and
video surveillance, which already include stereoscopic video content. It is
important to consider the parameters that have a significant impact on the
consumer electronics, such as, bandwidth, bit-rate, storage space and power
consumption.

The visualization of stereoscopic video content requires more storage
space and processing capacity from the devices. Moreover the power con-
sumption is a critical parameter for mobile devices. Equally important are
compression, transmission, coding, quantization and techniques to accom-
modate the multimedia signals, which can cause impairments that degrade
the quality of the content. The Video Quality Assessment (VQA) is used to
establish the performance of a video processing system and to obtain optimal
parameters that maintain the Quality of Service (QoS) in a pre-determined
condition [1]. Therefore, it is necessary to evaluate the quality of stereoscopic
video signals in a fast, accurate and reliable way.

The approaches to evaluate the video quality can be subjective or objec-
tive. The subjective assessment involves psycho-visual experiments with
humans, which provide adequate accuracy. The complete methodologies of
the subjective experiments are described in Recommendations ITU-T P.910
[2] and ITU-R BT.500-13 [3]. However, this approach is time-consuming
and less practical for real-time applications. On the other hand, the objective
assessment is a fast and low cost alternative. Objective algorithms use statis-
tical data of the video, combined with specific characteristics of the Human
Visual System (HVS), to estimate the quality. It is classified according to
the availability of the original signal as following: full reference, in which
the original video is compared with the degraded video under test; reduced
reference, whenever only characteristics of the original video are available
for comparison with the video under test, and no reference, in which only the
video under test is used for quality assessment.
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Full-reference objective algorithms were developed to evaluate the 2D
video quality, and were incorporated in Recommendation ITU-T J.144 [4].
Recent publications indicate that the perceptual characteristics increase the
performance of the objective VQA algorithms [5-8]. However, stereoscopic
video signals present the depth, which is a new component that can be
considered in the design of the objective algorithms. The disparity has been
used as a depth estimation in the development of objective algorithms [9, 10].
In addition, the recent development of objective stereoscopic video quality
algorithms have encouraged the research in this subject [11-13], as well
as the efforts to build standards for evaluation of subjective and objective
stereoscopic video quality models [14].

This article presents a platform independent application, called Squales
(Stereoscopic Video Quality Evaluation Software), with a graphical user
interface for objective stereoscopic VQA. It was implemented using the
Qt application framework and C++ programming language and can be
used to implement important objective algorithms, such as, PSNR, SSIM,
PW-SSIM, DPSNR, DSSIM, and DPW-SSIM. The performance of the
objective algorithms was verified using the subjective data provided by
the NAMA3DSI1-COSPAD1 database [15, 16]. Statistical measures were
used to compare the performance of the objective algorithms. Confidence
intervals and hypothesis tests, for the Pearson correlation coefficient, are
presented.

The article is organized as follows. Section 2 discusses applications. A
review of the objective algorithms is presented in Section 3. Section 4 presents
the Squales application. Numerical results, that validated the performance of
the objective algorithms, are discussed in Section 5. Section 6 presents the
conclusions and future work.

2 Related Applications

An application that implements image and video quality algorithms has a
significant impact on academia and industry to enhance and to develop new
video quality algorithms, as well as, to determine the performance of video
processing techniques.

In particular, an image quality toolbox for MATLAB'® was implemented
by Sprljan [17]. This toolbox does not present a Graphical User Interface (GUI)

'MATLAB is a registered trademark under Copyright license with all rights reserved to
MathWorks, Inc.
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and the objective algorithms provided are limited to the error sensitivity
approach, such as Mean Square Error (MSE), Peak Signal-to-Noise Ratio
(PSNR), Normalized Absolute Error (NAE) and Average Difference (AD),
which do not present good fitting with subjective scores.

Similarly, Gaubatz [18] provides a MATLAB package for image quality
assessment. This application is command-line based, and its usage is not
intuitive. Nevertheless, it provides image quality algorithms such as MSE,
PSNR, SSIM, VIF (Visual Index Fidelity) and another algorithms based on
the Human Visual System (HVS).

In the same way, a MATLAB-based framework for 2D image and video
quality assessment was developed by Murthy and Karam [19]. This framework
provides a GUI-based approach and it has various objective image and video
quality algorithms, full-reference, reduced-reference and no-reference, and it
supports different image and video formats. It also includes an interface for
subjective evaluation, generation of simulated impairments, and correlation
analysis between subjective and objective measures.

However, MATLAB is a high-cost application and time-consuming, for
most devices, mainly to execute operations with large video files. MATLAB
requires a robust hardware specification, which makes the analysis of stereo-
scopic video signals, in mobile devices scenario and real-time applications,
almost impracticable.

Recently, Ucar et al. [20] proposed the Video Tester — a framework for
video quality assessment over IP networks. It was implemented using Python
programming language and it performs parameter extraction in packet, bit-
stream, and picture level of the video processing and transmission in order to
gather information for quality evaluation. The Video Tester is a Linux appli-
cation and it depends of Open Source Computer Vision Library (OpenCV),
GStreamer, Matplotlib, and another libraries, that are not optimized for
multi-platform compatibility.

3 Objective Evaluation Algorithms — A Review
3.1 Notation

LetV = {vr(z, y, n),vr(z, y, n)} be a stereoscopic video signal, in which
the scalar functions vz, and vy correspond to left and right views respectively;
such that {(x, y m) € Z® : 1 < 2 < X;1 <y <Y;1 <n < N},
in which X, ¥, and N represent the number of lines, columns, and frames
respectively. This model was chosen because it is similar to that used in the
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standard ISO/IEC 14496-10 — MPEG-4 Part 10 (H.264/AVC) in Stereo and
Multiview High Profiles.

Let F and H be a stereoscopic reference video signal and a stereoscopic
video signal under test respectively. A full reference objective algorithm for
stereoscopic video quality assessment is a function G, such that its outcome
(G(F, H)) represents the quality of H with respect to F.

Further, the following definition is used in this paper

G(fr,hr) + G(fr, hr)

G(F,H) = 5 ,

)]

since the importance of left and right views for quality assessment is the same.

3.2 Peak Signal-to-Noise Ratio

Let f(x, y, n) and h(x, y, n) be scalar functions that represent 2D video signals.
The Mean Square Error (MSE) between them is computed as

N X Y

21 Zl Zl[f(xa Y, ’I’L) - h(‘r’ Y, TL)]2
MSE(f,h) = ——= N YV : )

The Peak Signal-to-Noise Ratio (PSNR) is computed as

MAX

———| dB, 3)
MSE(J, )

in which MAX = 2% — 1, b is the number of bits used in the quantization of
the gray value scale, and MSE( f, h) is the Mean Square Error between f and
h. In this paper b = 8 was used.

3.3 Structural Similarity Index

The Structural SIMilarity (SSIM) [21] is a full-reference approach to image
and video quality assessment based on the assumption that the HVS is highly
adapted to recognize structural information in visual environments. Therefore,
changes in structural information provide a good approximation to the quality
perceived by the human visual system.

The SSIM(f, h) is computed as a product of three measures over the
luminance plane: luminance comparison [(f, &), contrast comparison c(f, h)
and structural comparison s(f, h):



252 J. Vinicius de Miranda Cardoso et al.

2pppn + C
I(f,h)=——F——, 4
0= e, *)

20’f0’h+02

h) = o2 5
O'fh+03
h)=—7— 6

in which g is the sample mean, o is the sample standard deviation, oz, is the
covariance, C; = (0.01 - 255)2, Cy = (0.03 - 255)2 and C3 = %
The structural similarity index is described as

SSIM(f, h) = [L(f, W)™ - [e(f, W)]7 - [s(f, B)]7, (7)

in which usually a = 8 =~ = 1.

In practice the SSIM is computed for an 8 x 8 sliding squared window or
for an 11 x 11 Gaussian-circular window. The first approach was used in the
experiments. For two videos, which are subdivided into J windows, the SSIM
is computed as

1 J
SSIM(f,h) = = > SSIM(fj, b;), ®)
j=1

in which f; is the video signal observed in the j-th window.

3.4 Perceptual Weighted Structural Similarity Index

Regis et al. [22] proposed a technique called Perceptual Weighting (PW),
which combines the local Spatial Perceptual Information (SI), as a visual
attention estimator, with the SSIM, since experiments indicate that the
quality perceived by the HVS is more sensitive for areas of intense visual
attention [8].

The PW technique uses the local spatial perceptual information to weigh
the most visually important regions. This weighting is obtained as follows:
compute the magnitude of the gradient vectors in the original video using
Sobel operator, then generate a perceptual map, in which the pixel values are
the magnitude of the gradient vectors. The frame is partitioned into window
8x8 pixels, and the SI for each block is computed as
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K
1) = | e D~ IVHB ©)
k=1
in which p; represents the sample average of the perceptual map in the j-th
window, K is the number of gradient vectors in the j-th window and |V f; (k)|
is the magnitude of the k-th gradient vector in the j-th window. For the case
the frames are partitioned uniformly in squares 8 x 8, K = 64.
Finally, the Perceptual Weighted Structural Similarity Index (PW-SSIM)
is computed as

STy SSIM(f;, hy) - SI(f;)
STy SI(f) '

PW-SSIM(f,h) = (10)

3.5 Disparity Weighting Technique

The disparity presented in a stereoscopic video signal is an information related
to the sense of the stereo perception [9]. This information is computed as
the difference between two corresponding pixels on the left and on the right
views. Indeed, the disparity should be considered in the development of
objective algorithms to improve the correlation between objective prediction
and subjective scores.

The disparity map, D(F), is computed as

D(F(J;,y,n)) = |fL(xaya n) - fR(az,y,n)L v (x,y,n). (11)

Regis et al. [10] included the disparity information into objective algorithms
by means of a weighted average of objective measurements with the values
contained on disparity map. This approach was implemented into three objec-
tive algorithms, PSNR, SSIM, and PW-SSIM, developing DPSNR, DSSIM
and DPW-SSIM.

The DMSEy, i.e., DMSE for left view, is computed as

DMSE,(F, H) =
N X Y
Z Z Z [fL(xayvn) - hL(xayan)P ' D(F(:L',y,n))
n=1z=1y=1 (12)
N X Y
> 2. > D(F(z,y,n))

n

lx=1y=1
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and the DPSNR, is computed as

MAX
DMSEy, (F, H)
The DMSE and the DPSNR for right view (DMSERr and DPSNRpR) are
computed in the same manner. Then the overall DPSNR is the average between

DPSNRy and DPSNRE.
The DSSIM is computed as

DPSNR_(F, H) = 20 - log, dB.  (13)

J
> SSIM(F,, H,) - D(F)
DSSIM(F, H) == : (14)
Z:ID(FJ)
=

in which D(F}) is the average disparity in the j-th window.
The DPW-SSIM is computed as

DPW-SSIM(F, H) =

S SSIM(F}, Hy) - [SI(F;) - D(E})]
=1 (15)

32 [81(7) - D(E)

J

4 Proposed Application

This paper presents a platform independent application with an user-friendly
GUI for objective stereoscopic VQA. The application was developed using
C-++ programming language with Qt> ® 4.8 .4 (64 bits) under the license LGPL
v2.1, using Qt Creator® 2.6.2 as an integrated development environment and
GNU C and C++ Compiler (GCC v4.7.2).

Qt is a multi-platform application framework, developed in C++ pro-
gramming language, which is widely utilized for developing applications
with GUI. For instance, Qt is used in applications such as Google Earth and
KDE. The C++ programming language was chosen because it is more efficient
than other programming languages such as MATLAB. In fact, MATLAB is

2Qt and Qt Creator are registered trademarks under Copyright license with all rights reserved
to Digia Plc.
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time-consuming and requires large computational resources, which can be a
problem for mobile devices. On the other hand, C++ is appropriate for mobile
devices, because it is fast, even for limited computing resources.

The block diagram of the Squales application is depicted in Figure 1. The
project architecture of the Squales application is shown in Figure 2, evidencing
the facility to insert new objective algorithms into the project, which only
requires their implementation in C++ programming language. Figure 3 depicts
the GUI of the proposed application running on different platforms.

User Inputs

Y Y
Graphical User Interface (PIGUI) ~— Statistical
Plataform Independet » Analysis

1

[

Objective Algorithms
Implementation

Figure 1 Squales block diagram

main.cpp
maindialog.cpp
maindialog.h
maindialog.ui
statanalysisdialog.cpp
statanalysisdialog.h

SSIM.h SSIM.cpp
PSNR.h PSNR.cpp
PWSSIM.h PWSSIM.cpp
DSSIM.h DSSIM.cpp
DPSNR.h DPSNR.cpp
DPWSSIM.h DPWSSIM.cpp
Sobel.h Sobel.cpp
Disparity.h Disparity.cpp
Video.h Video.cpp

\ statanalysis.h ) | statanalysis.cpp

Figure 2 Squales project
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YN — SQUALES 1.0.1 -
& e SQUALES 2 9 & X
About Resolution 176 x 144
B Original Signals (yuv)
i 176 x 144
Resolution LB5. - M. Left View Browse
Original Signals (.yuv)
Left View [ Browse Right View Browse
Right View R Processed Signals (yuv)
‘ Processed Signals (.yuv) Letliiew) Bowse,
1 Left View Browse Right View Browse
|
| Right View Browse Metric Selection PSNR
| Metric Selection PSNR v et
‘ Start
w - —
A
(a) OpenSUSE 12.3 KDE. (b) Mac OSX

Figure 3 Main window of the Squales application

4.1 User Inputs

The application requires that the user indicates some input parameters,
including: spatial resolution, video signals and metric selection.

1. Spatial resolution: The resolutions available are: 176 x 144 (QCIF);
352 x 288 (CIF); 640 x 480; 704 x 480; 720 x 480; 768 x 576;
872 x 480; 1024 x 576; 1048 x 576; 1280 x 720 and 1920 x 1080.

2. Video signals: The application supports video signals in YCbCr color
space format, with 4:4:4, 4:2:2 and 4:2:0 chroma sub-sampling.

3. Metric selection: The metrics available are those discussed in the pre-
vious section, namely: PSNR, SSIMPW-SSIM, DPSNR, DSSIM, and
DPW-SSIM.

4.2 Objective Algorithms Implementation

The implementation of the objective algorithms available in the proposed
application was made in C++ programming language, according to the
description presented in the previous section. The output of the objective
algorithms is a text file. The time consumed, in seconds, by the objective
algorithm is also presented.

4.3 Statistical Analysis Tool

In order to evaluate the performance of an objective algorithm, Squales
provides a basic statistical analysis tool that computes the Pearson correlation
coefficient between the sets of objective results and subjective scores, and
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e 00 SQUALES 1.0.1 - Statistical Analysis Tool

Objective Scores (.txt) Browse |
Subjective Scores (.txt) Browse |

Start

Figure 4 Squales statistical analysis tool

it also provides the fitted coefficients used to estimate a polynomial relation
between those sets. In this sense, Squales requires that the user enter the sets of
values in format of text files (. txt). It is important to highlight that the data
in both files must be aligned. For instance, if an objective result correspondent
to video#1 is in the first line of the text file of objective scores, then the
subjective score correspondent to video#1 must be in the first line of the
text file of subjective scores.

This statistical analysis tool was developed using Armadillo C++ Linear
Algebra Library [23].

5 Numerical Results

The Squales application was validated using the stereoscopic video sig-
nals available from NAMA3DS1-COSPADI1 database. The NAMA3DS1-
COSPADI stereoscopic video quality database [15, 16] provides subjective
results, using the Absolute Category Rating with Hidden Reference (ACR-
HR) method [2], considering scenarios restricted for coding and for spatial
degradations including: H.264/AVC and JPEG2000 coding. Table 1 summa-
rizes the coding conditions used in the subjective experiments performed by
NAMA3DS1-COSPADI project.

5.1 Statistical Measures

The statistical measures used to compare the performance of the objec-
tive algorithms were: the Pearson Linear Correlation Coefficient (PLCC),
the Spearman Rank-Order Correlation Coefficient (SROCC), the Kendall
RankOrder Correlation Coefficient (KROCC) and the Root Mean Square Error
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Table 1 Coding conditions used in NAMA3DS1-COSPAD1

Type Parameter
Video Coding (H.264/AVC) QP=32
QP =38
QP =44
Still Image Coding (JPEG2000) Bit Rate = 2 Mbits/s

Bit Rate = 8 Mbits/s
Bit Rate = 16 Mbits/s
Bit Rate = 32 Mbits/s

(RMSE). In practice, PLCC evaluates the accuracy, SROCC and KROCC
evaluate the monotonicity and the RMSE estimate the consistency of an
objective model prediction with respect to human subjective scores available
from NAMA3DS1-COSPADI.

The statistical measures were computed after performing a non-linear
regression on the objective video quality assessment algorithmic measures,
using a four parameter monotonic cubic polynomial function to fit the
objective prediction to the subjective quality scores. The function is as
follows [4]

DMOS = 81 + By - Qi + 85 - QF + Ba - Q5. (16)

in which @ represents the quality that an objective algorithm predicts for
the [-th video in the NAMA3DS1-COSPADI Video Quality Database and

DMOSl(p ) is the fitted objective score. The 3 coefficients are determined using
a simple non-linear least squares optimization.

The results of the statistical measures, to compare the performance of
the objective algorithms, are presented in Table 2. The two best results
are shown in boldface. It is noted that the inclusion of the disparity
weighting technique enhance the performance of the objective algorithms.
The DPW-SSIM achieved the best performance for all scenarios, indi-
cating that the perceptual weighting combined with the disparity weight-
ing presented a significant role for the prediction of quality assigned by
the HVS.

Figure 5 presents the trend between the set of subjective scores and
the set of objective results. The scatter plots indicates a lower dispersion
around of the prediction curve for the algorithms that use the disparity
weighting.
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Table 2 Performance measures of the objective algorithms
(a) H.264 scenario

Algorithm PLCC SROCC KROCC RMSE

PSNR 0.774946 0.721424 0.533869 0.689299
SSIM 0.730523 0.716222 0.555117 0.744770
PW-SSIM 0.915983 0.906776 0.756978 0.437573
DPSNR 0.863640 0.838604 0.640111 0.549789
DSSIM 0.901635 0.892266 0.746354 0.471688
DPW-SSIM 0.954403 0.937166 0.815412 0.325572

(b) JPEG2000 scenario

Algorithm PLCC SROCC KROCC RMSE

PSNR 0.828049 0.825865 0.662380 0.734844
SSIM 0.896314 0.907419 0.750010 0.581185
PW-SSIM 0.972477 0.965980 0.860836 0.305388
DPSNR 0.914034 0.927596 0.770629 0.531663
DSSIM 0.969310 0.962132 0.853104 0.322222
DPW-SSIM 0.975911 0.971048 0.865991 0.285951

(c) Joint scenario

Algorithm PLCC SROCC KROCC RMSE

PSNR 0.790152 0.766721 0.588923 0.750780
SSIM 0.832476 0.841566 0.658728 0.678694
PW-SSIM 0.951992 0.943427 0.800988 0.374981
DPSNR 0.875461 0.858578 0.678167 0.592001
DSSIM 0.944039 0.942530 0.801872 0.404026
DPW-SSIM 0.967001 0.955609 0.830147 0.312082

5.2 Hypothesis Tests for p
A statistical analysis was performed under the following hypothesis

H():P:POa
17
{H1:p>po, 17

in order to verify whether the Pearson correlation coefficients have increased
significantly.
Firstly, the Fisher’s Transformation was applied

1 1+7r
Z = §loge <1—r> = arctanh(r), (18)
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Figure 5 Scatter plots of subjective scores (DMOS) versus model prediction. Each sample
point represents a 3D test video sample

in which r is the sample correlation coefficient (PLCC). Z follows approxi-
mately the Normal distribution N(uz, oz) with

= arctanh(py) 0% = o (19)
Then, the Critical Region (CR) for Z, in the significance level of 95%, is

CR={Z:Z>uz+1654 -0z} ={Z:7Z > Zcr}. (20)

For each Pearson correlation coefficient presented (r) in Tables 2a, 2b and
2¢, CR, and Zy were computed according to the Formulas (20) and (18).
If Zy ¢ CR, the hypothesis H is accepted, i.e., there is not evidence that
the Pearson correlation coefficient has increased, otherwise the hypothesis
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Table 3 Hypothesis test for the correlation coefficient (H.264 — JPEG2000 — Joint Scenario)

Algorithms PSNR DPSNR SSIM

PSNR - 0-0-0 0-0-0
DPSNR 0-1-1 - 1-0-0
SSIM 0-0-0 0-0-0 -

DSSIM 1-1-1 0-1-1 1-1-1
PW-SSIM 1-1-1 0-1-1 1-1-1
DPW-SSIM 1-1-1 1-1-1 1-1-1

'H; is accepted meaning that the Pearson correlation coefficient has increased
with a confidence level of 95%.

For instance, for pg = 0.730523 (PLCC for SSIM in H.264 scenario),
then Zcp is computed according to the Formula (20). The next step is
to transform the another Pearson correlation coefficients in Z; (the index i
meaning the ¢-th algorithm) according the Formula (18). If Z; > Zcg then
the ¢-th algorithm presents a PLCC more significant than pg with a confidence
level of 95%.

In Table 4 the values ‘0’ and ‘1’ mean that one of the hypothesis Hy or
‘H1 was accepted. In practice, a symbol value of ‘1’ indicates the statistical
performance of the objective algorithm in the row is superior to that of the
objective algorithm in the column. On the other hand, a symbol value of ‘0’
suggests the statistical performance of the objective algorithm in the row is
equivalent to that of the objective in the column. The sequence of the values
in a cell corresponds to the hypothesis test for H.264, JPEG2000, and Joint
scenarios respectively.

5.3 Confidence Interval for p

Figure 6 presents a 95% confidence interval for p in the H.264 and in the
JPEG2000 scenarios under the hypothesis Hy : p = 0, Hy : p # 0. The Z
Fisher’s transformation was applied to r to compute the confidence interval.

Table 4 Hypothesis test for the correlation coefficient (H.264 — JPEG2000 — Joint Scenario)

Algorithms DSSIM PW-SSIM DPW-SSIM
PSNR 0-0-0 0-0-0 0-0-0
DPSNR 0-0-0 0-0-0 0-0-0
SSIM 0-0-0 0-0-0 0-0-0
DSSIM - 0-0-0 0-0-0
PW-SSIM 0-0-0 - 0-0-0
DPW-SSIM 1-0-1 0-0-0 -
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Figure 6 The 95% confidence intervals for the PLCC

Under that hypothesis, Z follows the Normal distribution with zero mean
and with variance given by Formula (19). The confidence interval for this
random variable is defined as

IC(z,1—a)=(Z—21-002, Z+ 21— 02). 201

For o = 0.05, i.e., an interval with 95% of confidence, zp.95 = 1.96. and the
Formula (21) may be rewritten as

IC(2,095)=(Z2—-196 -0z, Z + 1.96-0y). 22)
The inverse of the Z Fisher’s transformation is

|

r = m = tanh(Z), (23)
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and the confidence interval in terms of r is defined as

62-(Z71.96-o'z) -1 62-(Z+1.96-a'z) -1
1C(r,0.95) = 2(Z-19602) 4 |’ 2(Z119602) 4 | | 24

Figure 6 suggests that, besides an increase in the correlation coefficient, there
is areduction in the length of the PLCC confidence interval for the algorithms
that use the disparity weighting technique.

6 Conclusions

An application that computes the stereoscopic video quality is important for
the development and standardization of new objective stereoscopic video
quality prediction models, and it also has a significant impact on academia and
industry, because it can improve stereoscopic video processing techniques and
stereoscopic video services. A platform independent application with GUI for
objective stereoscopic video quality assessment was presented.

The main contributions of the application are: it is platform indepen-
dent, it quickly computes the stereoscopic video quality, because the C++
programming language was used in the implementation, it presents a user-
friendly GUI, and it presents a statistical analysis tool to compute the
performance of objective algorithms. Squales is able to evaluate stereoscopic
video signals in two-view model for several spatial resolutions with reliable
objective algorithms specifically developed for stereoscopic video quality
assessment.

The performance of the objective algorithms available in Squales was
verified, using correlation coefficients, confidence interval for the PLCC
and hypothesis test. These figures of merit validate the performance of the
objective algorithms, evidencing the outstanding performance of the objective
algorithms that include the disparity weighting technique, suggesting that
Squales is an useful tool for be used by academia, industry, and standards
organizations.
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