
6G Mobile Communications for Multi-Robot
Smart Factory

Zhenyi Chen1, Kwang-Cheng Chen1,∗, Chen Dong2

and Zixiang Nie1

1University of South Florida, Tampa, FL, USA
2Fuzhou University, Fuzhou, Fujian, China
E-mail: zhenyichen@usf.edu; kwangcheng@usf.edu; dongchen@fzu.edu.cn;
znie@usf.edu
∗Corresponding Author

Received 16 May 2021; Accepted 03 October 2021;
Publication 16 December 2021

Abstract

Private or special-purpose wireless networks present a new technological
trend for future mobile communications, while one attractive application sce-
nario is the wireless communication in a smart factory. In addition to wireless
technologies, this paper pays special attention to treat a smart factory as the
integration of collaborative multi-robot systems for production robots and
transportation robots. Multiple aspects of collaborative multi-robot systems
enabled by wireless networking have been investigated, dynamic multi-
robot task assignment for collaborative production robots and subsequent
transportation robots, social learning to enhance precision and robustness of
collaborative production robots, and more efficient operation of collaborative
transportation robots. Consequently, the technical requirements of 6G mobile
communication can be logically highlighted.
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1 Introduction

With massive machine-type communication (mMTC) and ultra reliable and
low-latency communication (uRLLC) as the two pillar technologies [1–3],
private networking has emerged as a penitential application scenario for
5G and beyond. In light of the nature of mMTC and uRLLC, and rapid
advances of artificial intelligence (AI), communication for collaborative
smart machines such as autonomous vehicles and robots suggests a new
communication scenario, communication for AI, which applies private or
special-purpose mobile network architecture.

As mobile communication and AI shall elevate human society to digi-
tal society, Industry 4.0, particularly smart manufacturing, indicates further
satisfaction of human life along this trend.

Smart manufacturing aims to facilitate the production flow and pro-
cess more flexible, versatile, and adaptable to the rapid-changing market
demands [4, 5]. Smart manufacturing plays an important role in Industry
4.0, covering three aspects, supply-demand, logistics and smart factory [4].
The major technological challenge lies in realization of smart factories.
As [6], robots play the central role in industrial engineering. Furthermore,
collaborative robots are necessary to implement the smart industrial systems,
to form a complex robotic ecosystem of dynamic motions in AI control [7].
Considering the fundamental functionalities and in-feasibility of centralized
control, a smart factory can be viewed as collaborative multi-robot systems
of two classes of collaborative robots, production robots and transportation
robots [4].

As illustrated in Figure 1, customers’ demands and market trends are
analyzed in the cloud side. Market analysis is generated with big data.
With the logistics information from the supply chain production plan can
be developed and adjusted. For smart manufacturing, the production plan
can be dynamically adjusted at any time [8]. With the advance of wireless
communication, the smart factory is flexible to be reconfigured and adjusted
to form a production flow according to the users requirements. Moreover,
wireless communication is more robust to the harsh external environment in
the factory, such as strong electromagnetic, critical heat, undamped vibrations
and humidity [9, 10]. Better cost efficiency also promote the wide use of
wireless communication in smart factory.

In the past few years, the fifth generation (5G) mobile communication
technology has made revolutionary progress and become the main technol-
ogy of wireless communication [11]. The 5G is expected to network all
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Figure 1 Demand-driven mass customized smart manufacturing in Industry 4.0.

kinds of devices, sensors, actuators and machines in the factory [11–13].
However, smart factory put forward significant challenges to the wireless
communication especially to the reliability and latency. The requirement
for real-time configuration to production robots, sensor fusion for mobile
robot, and collaborating among multi-robot systems, which require a higher
datarate, more reliability, and ultra low-latency may exceed even the capabil-
ities of the 5G systems. The networked robots serve as critical sources of big
data that helps inform decision making in the multi-robot systems [4]. The
reliable high-throughput connectivity across thousands of devices with sub-
millisecond response times in the smart factory. How to innovate wireless
technology to meet the evolving and stringent requirements of smart fac-
tory presents a technology opportunity for the sixth generation (6G) mobile
communication [4, 13, 14].

The main goal of this paper is we present a frame of smart factory as
multi-robot systems that incorporates production robots and mobile trans-
portation robots, wireless networks, sensors, and clouds. The smart factory
can be view as wireless networked multi-robot systems to realize customiza-
tion with the support of collective intelligence and mobile intelligence. Due
to the limit of 5G wireless communication, 6G wireless communication is
regarded as key feature to realizing smart factory. The paper analyzes the
requirements of the wireless network technology and concludes the smart
factory as a use case of 6G wireless communication.

The organization is as follows: Section 2 puts forward 5G and 6G
technologies for smart factories. A scenario of smart factory as wireless
networked multi-robot systems is illustrated in Section 3. The flexible pro-
duction flow is enabled by wireless network technology is presented in
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Section 4. Requirements to 6G to improve collaborative multi-robot systems
are discussed in Section 5 and 6 respectively. Section 7 is the conclusion.

2 5G and Beyond 5G Technology for Smart Factories

The 5G mobile communication techniques were developed target at the
critical industrial applications such like factory automation. The three key
components are enhanced mobile broadband (eMBB), massive machine-type
communication (mMTC), and ultra-reliable and low-latency communication
(uRLLC). The factory automation has been greatly benefited from the radical
changes by the most recent 5G development [4, 10, 13]. Several applications
of industrial wireless communication have been studied [10, 15–17]. AI-
based technologies are the typical feature of 6G network [11, 18] which
aims to meet rigorous ultra reliable and low latency communications wireless
network service needs, and beyond, achieving high flexibility, reliability,
security and energy efficiency [19]. With the key features, such like high
bandwidth, mobility, reliability, and low latency, the application prospects
of 5G and beyond wireless communication technology in smart factory is
clearly a trend.

2.1 Massive Machine-type Communication

Machine-Type Communication (MTC) have been developed in 3GPP (3rd
Generation Partnership Project) [1, 20]. The technical challenge is deal with
massive number of connections from MTC devices and the extension of
coverage of MTC devices in a large geographical environment [2]. To sat-
isfy the needs of factory automation, each device may play multiple roles
among the sensors, the decision maker and the action executor. Therefore, the
ultimate goal of Machine to Machine (M2M) communications is to provide
scrupulous connections among all MTC devices [20]. A key feature of the
Internet of Things (IoT) is the huge number of connected devices which is
the first challenge to deal with [21]. Several papers have studied the mMTC
(massive Machine Type Communications) application for the smart city and
smart manufacturing which relied on sensing and monitoring with applying
the IoT [22–27].

Smart factory is an important application of mMTC [28] developed a
simple mode to understand how MTC can be applied for the smart factories.
The paper indicated a base station is able to support up to 1400 MTC
devices with no more than 70 ms access delay and the 0.9 success rate by
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using RACH channel and 1K bits per packet.Study shows there are still not
sufficient to satisfy the requirements for reliable information and data privacy
in most scenarios of smart factories.The researchers are looking into a new
generation of wireless networks, such like 6G communication, to meet the
need for fully connected, intelligent factory [13, 29].

2.2 Ultra-reliable and Low-latency Communication

As one of the important technologies in 5G, Ultra-reliable and Low-latency
Communication (uRLLC) supports the mission-critical applications, such
as factory automation and autonomous vehicles. Low-latency communica-
tion allowing faster uplink and downlink transmissions by introducing short
transmission time slots. This reliable transmission is for the requirement of
closed-loop control of robots in the smart factory. The safety and reliable
deployment of autonomous vehicles also must rely on ultra-low latency
wireless networking to keep end-to-end networking latency down to 1 ms
range [3]. Real-time communication services for delivering control, sensing
and actuation information are typical application scenarios of uRLLC so that
end-to-end networking latency becomes more and more important than other
features in Quality-of-Service (QoS) in wireless networking [22–27, 30, 31].

In the smart factory, the requirements for real-time control are important
for both the production robots and transportation robots. smart factory for
Industry automation examples with time-critical process optimization are
discussed in [32–34]. In such application scenarios, the information of the
sensors about their status need to be delivered to the controller and actuator
within a latency less than 1 ms for the real-time control. Several papers also
discussed the issues of the network control under uncertainty [35–37]. The
requirements of the communication, such as delay and packet loss, can be
quite extreme and must be taken into consideration when deploy wireless
network technologies [38, 39].

3 Smart Factory as Wireless Networked Multi-robot
Systems

The development of information technology has promoted the development
of Industry 3.0, especially the automated production line has adopted robots
instead of human labor for mass production. In factory automation, tasks are
assigned to production robots following certain sequences for different prod-
ucts. The production robots form a multi-robot system (MRS) that collaborate
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for same production goal. Another team of robots in is transportation robots,
which is also known as autonomous guided vehicles (AGVs), that also form
an important part of the MRS [4].

In Industry 4.0, the smart manufacturing tends to provide smaller batch
production according to the demand of different users [40–42]. A wider range
of technology namely artificial intelligence (AI) robotics, Industrial Internet
of Things (IIoT), intelligent sensors, augmented reality (AR), cloud comput-
ing, edge computing, big data, and digital fabrication, which will facilitate
smart factory that aim at the rapid production of variety of small batches
products. In such a smart factory, the production lines will be in a more
flexible way that are required to work in a more complex, less structured and
subject to more frequent changes than the fixed production lines in Industry
3.0. The robots in the smart factory should be able to collaborate with each
other thus form a wireless networked multi-agent system (MAS) [43, 44].

Depend on demands from remote customers, smart factory defines
the production goals and executes high flexible and efficient multi-robot
operations [4, 45]. These operations refer to multi-robot tasks assignment
(MRTA), energy-efficiency production, robots collaboration based on com-
puting, etc. [5, 46], mainly involved in production robots and transportation
robots [4]. Each robot (agent) makes decisions locally and collaboratively
with others through wireless networks [47] to realize the flexible and efficient
mass customized production. Essentially, smart factories are constructed by
wireless networked multi-robot systems.

3.1 Holistic View of Smart Factory in Industry 4.0

A key feature of smart factory is the flexible and adaptable of the production.
Changing demands from customers require rapid response from the smart
manufacturing in Industry 4.0. Flexible arrangement of production flows for
several products will be made to facilitate smart manufacturing. The smart
manufacturing process consists of three main stages as Figure 1 described.
Firstly, a portfolio of products is generated based on the online big data
analysis on the market. Secondly, the logistics of the acquired components
and materials are executed through the online methodology. Finally, the
production goal and arrangement of multi-robot processes are developed for
the production in the smart factory [5, 45]. The production is dynamically
adjusted to different user demands from the market in a real-time way with the
support by big data, artificial intelligence, robotics, and wireless networking
technology.
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Figure 2 The holistic architecture of a smart factory enabling 6G mobile communications.

Undoubtedly, smart factory is the key component of smart manufacturing.
Figure 2 gives the holistic architecture of a smart factory enabling 6G mobile
communications. The smart factory consists of four parts, core network, radio
access network (RAN), offline machine learning network, and mobile nodes
(agents/robots).

There are two classes of robots that enable the flexible production in
smart factory. One class is the production robots on production lines that
provide the adaptability of production. The other is the AGVs that enable
flexible production flows in the smart factory. These robots in smart factory
form multi-robot systems (MRSs). In other words, the production robots
and transportation robots work together for the maximum flexibility and
high efficiency. These robots receiving instructions from the control center,
making decisions based on data, or collaborating with other robots are all
through the wireless network.

What’s more, the communication between the entire smart factory and
the decision data from customer demands, the communication between fac-
tory and the remote-end cloud computing devices or the near-end edge/fog
computing devices, and the communication between factory and the logistics
all need to rely on wireless networks.

3.2 Reconfigurable Production Lines

The cooperative assembly methodologies are leading the industry automa-
tion. A production line usually consists of the cooperate assembly robots.
The traditional control systems are not capable of high-level adaptability. The
robots on the production line is set up in a fixed way for a certain product
for mass production and lack intelligent design to fulfill the requirement of
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Figure 3 Reconfigurable production lines.

dynamic reconfiguration [41, 42]. For smart manufacturing, it is necessary to
reduce configure time and cost for robots that are engaged in more frequent
changes than the traditional fixed production line [40]. Sensors and software
capabilities are making the new generation of robots smarter [40, 41]. The
manufacturing robots are becoming easier for automatic reconfiguring and
reprogramming so as to deal with the frequent assignment of assembly tasks.
The networked control and deep learning and reinforcement learning skills
will be applied to enable the production lines to adapt to the uncertainties and
variations in the real environment.

Figure 3 illustrates the reconfigurable production lines in a smart factory.
The left sub-figure is the fixed configuration production lines. The three
production lines produce the same products with the same appearance, same
color, and same characteristics. To achieve flexible production and max-
imum utility, the sub-figure on the right is the reconfigurable production
lines. With the time-varying production strategy, these robots collaborate
to complete different products [4] relying on available resources. Conse-
quently, the demand-driven mass customized production can be meet by the
reconfigurable production lines.

There are end-effectors which are the working end of the robot arms to
execute specific functions. There can be more than fifty cables in motion
on the production robot that could be break during the repeated motion
of the robot arms. The unexpected breakages of cables will cause serious
cost to maintain of production line plus the loss of production. Wireless
networks thus are the preferred solution for the production robots in the
smart factory. Wifi operating in the unlicensed frequency band could be the
preferred solution to the communication method for the control of the robots
because of the lower cost [9, 48].
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3.3 Autonomous Guided Vehicles

During the production in the factory, cost to transport materials, components,
and semi-products is always one of the major consideration due to the
distributed nature of manufacturing [49–51]. Autonomous guided vehicles
(AGVs) are trackless and generally navigated on the floor of the workshop.
Due to the absence of track, the AGVs system can be realized completely
with wireless network technologies [29, 52].

The manufacturing response time is also very important to the efficiency
of production. In the smart factory, AGVs are widely adopted in the trans-
portation robot system to provide the capability of transport by real-time
monitoring, connectivity restore, and collaborative control. The advances of
low-latency communication technologies allow AGVs to communicate in a
very efficient way [48] presented real-time AGVs logistic sorting system in a
factory automation application that use. With the routes and data transmission
of AGVs optimized centrally by a control center, the moving AGVs report
their locations to the center and receive the scheduling paths [9] presented
an example of wireless AGVs in a smart factory. IEEE 802.11 (WIFI) in the
unlicensed 2.4-GHz frequency band is used for the communicatin between
AGVs and the control center [53] discussed an application of the AVGs
that use radio frequency identification for interactions. AGVs thus can be
used for the introduction of reconfiguration capabilities and thus form the
flexible production flow in smart factory which will improve the performance
effectively [54].

Figure 3 shows the work scene of transportation robots. Their tasks are
delivering the semi-products to manufacturing robots to form the flexible
production flow. The scenarios of AGVs in smart manufacturing show that
energy efficiency of control on AGVs should be considered.

3.4 Wireless Network in a Smart Factory

To accomplish the flexible production in smart factory, the reconfigurable
production lines, AGVs, and sensors can be organized in ad hoc teams for a
given production goal [17] discussed a time-sensitive industrial networking
protocol stack for communications [55] proposed a reliable an fault-tolerant
embedded control system for factory automation using Ethernet as the net-
work technology [31] indicted that the high-performance communication
place a key role in time-sensitive industrial networks. Such technologies
leverage the application of both production robots and AGVs which are
deployed in a large number in smart factory. Many Industrial Internet of
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Table 1 Key performance requirements to the wireless communications in smart factory
Technical IMT-2020 Motion Control Mobile Robots Manufacturing
Requirements [60] [61] [61] [57]
Latency 1–10 ms < 1ms < 1ms 0.1msminimum

Data rate 10–100 MB/s Low > 10Mbps NA

Reliability NA NA NA 10−9

Mobility 350–500 km/h Low < 20m/s Low

Density 104 − 106 devices/km2 High Low 20 − 200Nodes per cell

Energy efficiency ≥ 90% NA High High

Things (IIoT) architectures and standards have been proposed based on the
communication and networking technologies [53, 56]. Without ultra-reliable
and low latency wireless networking, flexible MRTA in a smart factory is
not possible [11, 14, 57]. The main technical requirements are low latency,
reliability, mobility, data rate, density (number of nodes/sensors), energy
efficiency were suggested as bellow [57–62].

The available wireless communication technologies could be coordinated
to be solutions for the challenges. Among them, WIFI, Bluetooth, and Zig-
Bee are the most popular communication technologies for the AGVs and
production robots in the smart factory. While the low-range communication,
like NFC and RFID, could be good ways for short distances data exchange.
Table 1 shows some key performances requirements to wireless networking
in smart factory suggested by the researchers from academia and industry.
5G new radio wireless cellular system can not fulfill the requirements of
high-precision real time communication. Additional communication tech-
nologies are needed for realizing smart factories [63]. The transmission
delays that cause the end-to-end (E2E) delay still be the bottlenecks for
wireless communication in smart factory. Researchers believe the so-called
6G communication should guarantee the challenges in wireless network
design that make smart factory as a use case for 6G [11, 13, 64].

4 Real-time MRTA

Multi-robot task assignment (MRTA) problem in smart factory is assign-
ing the manufacturing operations to the collaborate robots on a production
line. The production processes in a factory typically follows a certain flow.
The solutions to MRTA in factory automation are restricted to the spa-
cial constrain due to the fixed production lines which means a traditional
MRTA considers optimal assignment among the production robots. The smart
factory is enabled by wireless networking with adaptability for dynamical
appearing production plans. By dynamically deploy the production robots
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and AGVs, flexible production in smart factory can be model as a real-time
MRTA problem that will consider the costs to deploying both production
robots and AGVs [4].

4.1 Classic MRTA Problem in Factory Automation

Classical MRTA problem has been well discussed in [65, 66]. By defining a
team of robots, a set of tasks, and a collection of robots’ utility, the objective
of problem is to find a solution that assign tasks to robots.

By the taxonomy in [65], the MRTA problem in factory automation is
ST-SR-IA optimal assignment problem. The problem can be described as
follows:

Given m robots and n tasks, each robot is capable of executing a job, the
goal is to assign robots to jobs so as to maximize overall expected utility U
of the system.

4.2 Temporal-Spatial Modeling

In factory automation, the assembly jobs for a production follow a certain
sequence, a job can be executed by the assigned robot only after another
assigned robot which means temporal constrain to the MRTA problem in
factory automation. The production process in the factory then requires a
certain flow for each certain product. Then the production lines are set up
for some certain products once the production plan was made for mass
production in traditional factory automation. The production line are usually
fixed after testing till the production plan is finished or some break down
happens. To realize the flexible production in smart factory, the production
lines are able to be reconfigured quickly and the production flow can be
adjusted according to the dynamic change production plans.

Consider a smart factory with M types of production robots for M
different jobs. Each type robots dedicates to one different job. There are
Nm type-m robots, m = 1, 2, . . . ,M , which are represented as Rm,n, n =
1, 2, . . . , Nm. As Figure 4 depicts the geometric arrangement, cost of trans-
portation by AGVs for the production can be determined. ωi,j is the real-time
multiplexing capability of a production robot.

4.3 Flexible MRTA Problem in Industry 4.0

Recently, there were some research on the optimization of production suggest
different objectives, such like the energy efficiency, in the MRTA problem in



382 Z. Chen et al.

Figure 4 A four types of robots example of temporal-spatial model for MRS in a smart
factory: each one production flow can be represented as a path from type-1 robot(s) to type-4
robot(s).

the factory [67–69]. The flexible MRTA problem in the smart factory will
deal with production robots and AGVs as well. This problem must consider
the production throughput and energy cost at the same time.

Base on the above statement about a smart factory, suppose there are a
production plan of jobs J = {Jk, 1 ≤ k ≤ n} to be executed over a finite
horizon of time. Suppose each job is finished by a production robot in a
certain period of time, we model the horizon of time as T time slots. The
production in Industry 4.0 can be formulated as a flexible MRTA problem
with temporal and spatial constraints state above.

Consider the throughput is the first objective of production in factory.
For maximizing the throughput of factory, each robots will be assigned and
finished a job successfully in every time slot base on its capability and the
requirement of jobs. Due to the dynamic job arrival, the flexible MRTA
problem can be a sequential optimization under uncertainty and coordinating
multirobot decisions [70]. The profit of robotRi,j finished a job is represented
as pi,j . The energy to deliver an unfinished product from robotRi to robotRj

is defined as ei,j which relates to the physical positions of robots. The utility
of robot Ri,j finished a job is

ui,j = pi,j − ei,j (1)

The objective of the problem is find a policy that maximize the expected
cumulative utility of the system. An allocation policy X is a mapping from
the robots to the jobs and their respective arrival time X: J × T → R. The
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utility of MRS on a policy Xt is

Ut =
M∑
i=1

Ni∑
j=1

xi,jt ui,j , x
i,j
t ∈ Xt (2)

The policy Xt = {xi,jt , 1 ≤ t ≤ T, }, xi,jt is an indicator which is
defined by

xi,jt =

{
1, if Ri,j is assigned to a job at time t

0, otherwise
(3)

The optimization of real-time MRTA problem is

arg max
Xt∈X

E [
∑

1≤t≤T
Xt · Ut ] (4)

subject to the temporal and spatial constraints.

M∑
i=1

Ni∑
j=1

xi,jt ≤ ωi,j , ∀t ∈ [1, T ] (5)

T∑
t=1

M∑
i=1

Ni∑
j=1

xi,jt ≤ n (6)

xi,jt ∈ {0, 1}, 1 ≤ i ≤M, 1 ≤ j ≤ Ni, 1 ≤ t ≤ T (7)

4.4 AGVs as Multiple Traveling Salesmen Problem

The AGVs deliver the semi-products along the production flow can be formu-
lated as the multiple traveling salesman problem (mTSP). A AGV is regarded
as a salesman and the production robots are corresponding to the cities. An
AGV follow the sequence of the production flow and visit the production one
after one till the production is finished and return to the start point of the
production flow. Suppose the salesmen must cover all available nodes and
return to the starting nodes. Given a graph G = (V,E), where V is the set of
n nodes (tasks) and E is the set of edges (the directed edges to the executing
order of tasks in 4). Let W = [wjk] be the distance matrix associated with
edge E.

ajk =

{
1, if edge (j, k) is traveled in the trip

0, otherwise
(8)
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the mTSP problem can be formulated as

Min

n∑
j=1

n∑
k=1

ajkwjk (9)

subject to

n∑
k=2

a1k = m (10)

n∑
j=1

ajk = 1, k = 2, . . . , n (11)

n∑
k=1

ajk = 1, j = 2, . . . , n (12)

ajk ∈ {0, 1},∀(j, k) ∈ E (13)∑
j∈S

∑
k∈S

ajk ≤ |subTrip| − 1,∀S ⊆ V − {1}, subTrip 6= Φ (14)

4.5 Desirable Wireless Networking Enables Adaptability of
MRTA

Wireless networked MRS operating under real-time MRTA is a computing
technique to achieve the purpose of controling a MRS to fulfill flexible
production required by industry 4.0. For realizing the flexible production
in smart factory, multi-robot systems have to be highly adaptive to support
reconfigurability of production lines, real-time task assignment to production
robots, and reformation of AGVs. The flexible production flow can be formed
according to the dynamic of real-time MRTA in smart factory. One key
component of the real-time MRTA problem is the production robots. The
productions robots are responsible for autonomously execute tasks that are
assigned to them. Another key component is the AGVs. The productions
robots and AGVs are equipped with a large number the sensors that keep
updating their status. During the process, the production robots tasks assign-
ment are executed by the edge server, the recofiguration of production robot
can be done through the cloud service. The AGVs using sensor network
obviously will be wireless connected in real-time manner. The edge services
could be useful to improve the decisions making during the period.
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The real-time MRTA is a one-shot decision of the system that means the
timing constraint and correctness of communications are highly required for
communication. The requirement on the delay and reliability are more impor-
tant than others. In order to effectively communicate with other robots in the
system, the robots must capture the data in time to make their decision. Since
the mobile devices are supplied with battery which capacities are limited,
the energy efficiency is also very important in the smart factory. Therefore,
as indicated in [71] and table 1, MRTA bypasses real-time motion control
by way of task assignment, the required latency is 10 − 50ms. Consider
a MRS under Robot-to-Infrastructure (R2I) communication, a typical 5G
microcell serves 200 UEs [72], with average round-trip-time (RTT) of τ .
Assume 100 out of 200 UEs are robots, other UEs can be other devices in
network such as IoT devices, and reliability 10−3 [11,18,64], the τ should be
0.099− 0.495ms, which is smaller than current state-of-art 5G performance
metrics.

5 Collaborative Multi-robot Systems

The artificial intelligence (AI) integrate with robotics has been a new tech-
nology paradigm for the smart factory [4, 68]. In order to adapt quickly to
the customized production, the multi-agent system could be a solution to
the challenge [44, 73]. [74] proposed an example of smart factory in which
human workers and robots are agents that worked together to be assigned
production job. And the agents are capable of making decision [42] presented
an architecture of AI-driven smart factory that also showed the flexible
manufacturing line can be achieved by multi-agent systems. It can perceive
the dynamic of the environment and adapt to the external needs with network
collaboration.

5.1 Robots Using AI

With the development of manufacturing technologies and processes, manu-
facturing tools have been designed to integrate various operations. Greater
integration of processes have been applied to enhance factory automation.
Sensors and software capabilities are making the new manufacturing robots
and transportation robots smarter [5, 75].

Reinforcement learning (RL) is widely applied to represent the dynamic
behavior of a smart agent interacting with environment and/or other agents.
Agent, reward, and environment are the three essential elements of RL. At
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any time t,the agent interacts with environment and determines the state st of
the environment with sensors. The environment provides a reward rt to the
agent when the agent takes an action at according to the policy π. Then the
system transit to next state st+1. RL is expected to derive an optimal strategy
for a series of actions for the robot according to the state of the system and
the reward for the actions. Let V (t) be the state-action value function, the
learning is represented by

Q(st, at) = E[rt+1] + γ
∑
st+1

P (st+1|st, at)V (st+1) (15)

where γ is the discount parameter, 0 ≤ γ ≤ 1.
However, the Markov property does not necessarily hold for observations

of the robots. For example, the AGVs in the smart factory work indepen-
dently, the environment is partially observable thus the observation of each
robot is different. The agent could to calculate the most likely state and
take an action accordingly. In order to maintain the Markov process, the
agent keeps an internal belief state bi which summarizes the robot’s own
experience. The agent estimates the current state and updates the belief state
bi+1 based on last action ai, current action ai+1, previous belief state bi.
Given initial belief state and the past observation-action history of the agent,
the belief state has a probability distribution over the states of the system. The
learning spirit can be updated by the belief of robot as follows

Q(bt, at) = E[rt+1] + γ
∑
bt+1

P (bt+1|bt, at)V (bt+1) (16)

where γ is the discount parameter, 0 ≤ γ ≤ 1.

5.2 Wireless Communication Enhances Performance of
Multi-Robot System

The multi-agent RL extends the application area of AI and also make the
decision making to more complex problem. In the smart factory, the AGVs
that work together to realize the intelligent transportation for the flexible
MRTA can be regarded as a multi-robot system [47] apply Q-learning to
model AGVs transporting the semi-production scenario in the smart factory
that each agent behaves in reinforcement learning. An AGV can be viewed as
an agent of RL to the optimal policy toward the position of next production
robot. The agent only knows its destination on the streets map but does not
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Figure 5 Wireless communication in multi-robot system.

know others on the streets. A modification of slotted ALOHA named as real-
time ALOHA is proposed to support RL for the multi-robot system. The
experiments show that the whole performance of AGVs system are greatly
enhanced by the assistance of communication for RL.

[76] studied another critical scenario of MAS system in the smart factory.
The autonomous robots were governed by RL and navigated on Manhattan
streets, following the rule of stop sign in the intersections. The robots shared
the useful information (i.e. reward map and private reference) with each other
and thus improve the average delay of the trips [54] studied a collaborative
multi-agent system in which each agent can only partially observe the envi-
ronment and other agents. The agents learn an optimal policy based on the
believes of the states. Multi-agents of RL collaborate by wireless communica-
tion can obviously improve their collective performance. As Figure 5 shows,
the collaborative robots communicate with each other to finish the product
processes. Further realistic situations in wireless communications, like the
random errors and multiple access communication among AI agents also
had been studied. The paper also shows that wireless robotic communication
reveals many new opportunities for robotics, multi-agent systems.

5.3 Communication Requirements for Smart Factory

The vision of smart factory is built on the idea of fully automated industry that
can reduce human workforce and improve efficiency while achieve an energy-
saving way at the same time. Industrial robots have been widely deployed in
the factories. It is self-evident that the operation of the MRS need to sense
and actuate the robots. The multi-robot systems form by the interconnected
production robots and AGVs in the smart factory raise the communication
requirements not only on the reliability but also the flexibility of rotation and
mobility of devices [77].
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Most of the traditional industrial communications are based on wired
technologies. The industrial networks can offer a fast and reliable connection
with hundreds of nodes in wide areas [10]. The most critical profiles of the
IEC 61850 for motion control are generic object-oriented substation event
(GOOSE) and sampled values (SV) which can achieved a minimum end-to-
end latency 0.3 ms for a size of 100 nodes network [78]. While the wireless
technologies have been developed in the past two decades for industrial
application with the features of the lower cabling cost, better devices mobility,
and easier configuration [79]. The IEEE 802.15.4 [80] is a popular standard
for the wireless industrial network based on which several industry wireless
networking solution have been developed. The Industrial wireless sensor
networks (IWSNs) [81], WirelessHART and ISA 100.11a [82] use a time-
slotted channel-hopping medium access control layer with a minimum of
10 ms duration which is only good enough for industrial processes monitoring
due to the limitations of the IEEE 802.15.1 standards [34]. IEEE 802.11 Wi-
Fi [83] has the capability of using multiple-user transmissions simultaneously
to achieve very high data rates to improve control latency and reliability. One
of the improved solutions is the fifth 5G mobile networks that develop uRLLC
for factory automation that is able to offer the end-to-end latency below 1 ms
for a wide range of applications.

However, current version of 5G can not satisfy the real-time require-
ments of the factory automation [84]. In the scenario of smart factory,
the traffic between agents are reward maps and policies. There are also
sensors data be collected for deep learning and data fusion. The average
traffic of AGVs and production robots could be up to 1000 Mbps. For
closed loop regulatory control for the production robots, the reliability is
suggested 99.999%–99.99999% and the latency is 2-10 ms. Assuming the
AGVs moving with a speed of 2 m/s, the suggested reliability is 99.999%–
99.9999% and the latency is 5–10 ms [13, 31, 33, 48]. None of the current
wireless network solutions can support the advanced requirements to the
ultralow latency and ultrareliability communications in smart factory. How-
ever, resilient collaborative MRS that is under investigations may alleviate the
requirement of reliability and thus relieve the strict requirement of wireless
networking.

6 Resilient Cyber-physical Multi-robot Systems

The robots in the multi-robot system act together in manufacturing pro-
cesses. The cyber network consisting of autonomous agents is organized
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in accordance with task that is assigned by a corresponding portfolio of
products [4, 39, 85]. However, there are uncertainties in the environment,
measurement, and estimation, etc.. The main challenge for the system is
capability to react to the faults in the dynamical environment [39, 86, 87].
Due to the lack of global knowledge of the of environment, the smart factory
can adopt the social learning scheme take the advantage of the wireless
networking to control the robots.

6.1 Sequential Actions in MAS

In the smart factory, multi-agent system can be viewed as the coevolution of
cyber-network and physical-network. Each individual agent can work on the
self-determined tasks while obtain other agents’ information from observa-
tion and communication. All agents act collaboratively toward accomplishing
the production job. Agents’ decisions reflect the correspondent physical
dynamics in the system.

Consider a smart factory in which there are several production lines and
a number of production robots on each production line. Every robot has
different function dedicating to special physical processes. For a production
robot, a manufacturing task is to take some actions at a particular precision
scale of slots that can be represent as scaled sequential decision. The agents
can induce sequential dependency in the accumulate error to reduce the
effects from the failure.

6.2 Social Learning Model

In a MAS in smart factory, the cyber-domain deals with decision, coordi-
nation, control and optimization through communication, networking, and
observations between agents, the physical-domain deals with interaction of
each agent within the physical world. By decision-theoretic modeling, smart
agents that make decisions not only perform physical measurement of the
state of system but also consider information obtained form the cyber network
of agents. The collective actions and behavior of the networked agents can
possibly influence the physical states thus the cyber and physical interaction
in MAS.

The MRS can be represented as a set of state space S. Each state s ∈
S is associated with the prior probability p(s). There is an action space A
associated with each state. A utility function U : S ×A → R maps the state-
action pair (s, a), s ∈ S, a ∈ A to a real number U(s, a) ∈ R. A single agent
i makes a measurement Xi to the state of world s. Given the measurement
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Xi = xi, the decision to take action ai to maximize utility which is calculated
by E[Ui(si, ai)|Xi = xi, yi].

The cyber and physical interaction plays a vital role in the decision model
of MAS. Suppose the network topology of agents can be presented by a
graph G(N,E), where N = 1, 2, . . . , n is a finite agents set and E =
{(i, j)|i has a link toward j} is the set of edge. Let the social observation
Yi = {aj |(j, i) ∈ E} represents decisions set collects from local network
neighborhood. The dependence of utility function on social observation
set is pi(si|Yi). The dependence of utility function on observation set is
U(si, ai;Yi). Suppose the MAS operates over a finite-horizon of time steps
t = 1, 2, . . . T . At each time step t, every agent i ∈ N gets a measurement
Xt

i = xti. From the distribution f tXi
(xi

t|sti) and observation set Yt
i . The agent

makes a decision for expected utility

ati = arg max
a

E[Ui(s
t
i, a)|Xi

t = xti,Yt
i ] (17)

At time t the system can be defined by a performance function J t that
maps the outcome to a real number by

J t({sti}ni=1, {ati}ni=1) ∈ R

6.3 Network Topology for Interactive MAS

When a robot is executing planed actions, it could be beneficial to receive
information from other robot to improve safety and reduce errors. Since the
limit of computing power and other resources, The computation will partly
or entirely load to edge devices or cloud services in the data centers [88].
At the same time, with the aids of deep learning, the agent will have better
decisions quickly. The whole decision making must be happened by wireless
communication.

In smart factory, smart agents in the MAS exchange cascade information,
such as state and policy, with other interacting agents in the same production
flow so as to reduce accumulative error thus leverage the resilience of smart
factory.

Experiments show that network topology plays a vital role to the perfor-
mance of the system. In an ideal situation, fully connected agents can have
complete synchronization with each other, the MAS has the best sequential
calibration behavior. However, fully connected topology is not necessarily
good since the errors from communication links will bring in more noise
into decision of the agents and significantly degrade the gain from wireless
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networking. The small-world networks [4,54] is a good way to enhance infor-
mation dissemination and lead to a resilient smart factory to errors caused
by robots and wireless networking. A flexible topology for the collaborative
cyber-physical system is desired.

The closed-loop control applications typically demand a cycle time of
2–10 ms. In the smart manufacturing scenario, the cyber-physical multi-
robot system requires the wireless network a cycle time of 0.5—2 ms with
reliability of 99.9999%–99.99999% [13, 31].

7 Cyber Security in Smart Factory

In addition to the reliability issues discussed above due to the MRSs in
smart factories themselves, MRSs of smart factories enabling 6G wireless
networks are members of the cyber physical system, they would be exposed
to security threats from complex cyberspace malicious attacks and from their
own vulnerabilities [89].

[90, 91] discussed the research status on the security of smart manufac-
turing [92, 93] presented the security issues in the MRS as a cyberphysical
system. Other attack to sensing capability and physical tools, etc. that would
cause systematic cascading was also discussed in [94, 95]. [96] presented the
attacks and defenses about deep neural network. Undoubtedly, security issues
related to Industry 4.0 are inevitable and very important research topics.

The security of the smart factory focuses on discussing the confidentiality,
integrity, availability, authenticity, and controllability [97, 98]. An overall
comprehending of the security issues faced by smart factories is critical
to guaranteeing the security of them. In this section, the security threats
and attack technologies about smart factories are introduced from a holistic
hierarchical perspective.

According to the defining cyberspace security [99], combined with
the characteristics of 6G enabled wireless networking smart factories, a
cyberspace security framework is set up for smart factories in Figure 6. From
a spatial view, the smart factory security framework is divided into five layers,
device layer security, communication layer security, system layer security,
data layer security and application layer security.

The device layer security concerns physical security, consisting of devices
and hardware security, device safety, and environmental safety. The com-
munication layer security refers to wireless networking-related security,
including protocol security, transfer security, access security, etc. The system
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Figure 6 Security framework of 6G enabled smart factory.

layer security means system-level-related security, containing operating sys-
tem security, database security. The data layer security is the data-related
security, and identity security and privacy security are mainly concerned. The
application layer security is considered the information application-related
security, content security, machine learning security, payment security, and
control security are involved.

According to the attributes, each layer faces its own security threats.
The threats cover data tampering, Intellectual property (IP) piracy, privacy
protection [98], information leakage, degraded performance, denial of service
(DoS) [100], social engineering [97], machine learning security [96], identity
spoofing (including collaborative MRS robots’ identity and human users’
identity) [101], latency interference [98], and so forth.

To implement the malicious behaviors, attack technologies can be wire-
less signal hijacking inerfering, hardware Trojans [102], malware, side chan-
nel analysis [97], SQL injection, attack on the sensors and APs [97], poison-
ing attack for machine learning, adversarial attack with adversarial example,
oracle attack, membership inference attack, and reverse engineering [96], to
name a few.

The smart factories should consider a wide range of attacks, and the
security architecture should be set up to protect them [72]. At the same time,
the security architecture must be meet the communication requirements of
6G, such as uRLLC and mMTC. Furthermore, it is worth to note that for the
6G enabled wireless networks smart factory, the security issues from MRS
collaborative communication [103], and from machine learning [96] should
be paid enough attention to.
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8 Conclusion

The main trend of the smart factories is realizing flexible production accord-
ing to the dynamic demand from the market. Take the advantage of wireless
networking technology, the smart factory has brought huge opportunities
and challenges to wireless network technology. This paper presents a vision
of a smart factory as a use case for 6G wireless communication, mainly
introduce the smart factory as wireless networked multi-robot systems to
realize customization with the support of collective intelligence and mobile
intelligence. what’s more, real-time MRTA, collaborative and resilient MRS,
and security issues are discussed. We hope this paper can establish a 6G
bled smart factory profile for the readers, and promote related research on
6G enabled smart factories.
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