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Abstract

This paper presents the hybrid facial feature with identification and verifi-
cation based on facial images. A query facial image had been taken under
different conditions of the facial image of the same person (as the query). The
query facial image database was constructed. We have used the technique of
three-dimensional (3D) Dlib facial landmarks using a direct linear transform
technique. A set of absolute affine invariance had been constructed from a
series of the 3D landmark quadruplets, which make the facial identification
robust to affine geometric transformation. These 3D facial features serve as a
coarse feature depending on each individual facial structure. The construct of
the 2D detail features represents the edge facial image confined between the
2D Dlib landmarks. The similarity of the 2D feature is achieved by aligning
the 2D query edge image against that of the reference edge image. The
geometric transformation matrix is estimated from the 2D Dlib landmarks,
where correspondence is well established. An identification/verification cost
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function using a combination of local 2D facial features and global 3D facial
features is utilized to verify and identify a query facial image against a
candidate facial image(s). The performance of the algorithm yielding an area
of 99.97% perfect classification is represented as a value under the receiver
operating characteristic (ROC) curve.

Keywords: Geometric invariance, person identification, face identification,
hybrid facial feature, facial image.

1 Introduction

One of the challenging topics of computer vision problems is automated
human face recognition. Although nontrivial, it is of considerable practi-
cal significance [1]. There are many face recognition applications, includ-
ing access control, automatic surveillance systems, forensic analysis, fast
retrieval of records from databases in police departments,law enforcement
agencies, and human–computer interaction [2]. The face recognition is
defined as a process that identifies and compares a query face image against
all image templates in face database or verifies a person’s identity. An
input face characteristic is compared with a face images template from a
database [3]. There are two categories in face recognition systems, i.e., two-
dimension (2D) and 3D. Details of further research in face recognition, virtual
3D restoration, and automatic detection are presented in Refs. [4–6].

The 2D face recognition [7] feature involves a multidirectional local
gradient descriptor for face recognition in a 2D image. It achieves high accu-
racy, i.e., more than 95% and could identify a person even with sunglasses
or expressions. However, the sophisticated algorithm used in this process
is time-consuming. Ref. [8] has presented the face recognition technique
by using discrete wavelet transform based feature extraction utilizing edge
tracked scale normalization for enhanced 2D face recognition. The area ratio
and angle of triangle were used for face recognition based on facial landmark
detection [9]. A study of distance and slope in 2D image recognition is
presented in Ref. [10].

The 3D face recognition technique used fisher vector encoding of local
scale-invariant feature transforms and encoding of binary features for video
face recognition [11]. This research provided video face recognition as
a good performance indicator as the one that is obtained by using SIFT
features. However, it is a sophisticated algorithm. Ref. [12] has used mul-
tiple kernels local Fisher discriminant analysis for face recognition. It is
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a powerful analyzer for high-dimensional data. The results on three face
databases demonstrate the effectiveness of the proposed algorithm. However,
the algorithm can be used only with high-dimensional data, and also reported
to be time-consuming [13–15].

The concept of this paper introduces hierarchical person identification
by using facial images. A coarse global facial feature is combined with
exceptional local facial features. The proposed 3D features are immune
to various linear geometric transformations. The excellent local facial fea-
tures also exploit the Dlib. A region of interest (ROI) is defined as the
area confined in the 2D Dlib landmark convex hull. The edge detection is
applied for intensity image within the ROI. The facial edge image resembles
a facial outline sketch in facial portrait and is robust to lighting condi-
tions. To define the cost function in person identification, the 3D facial
alignment and 2D facial image are registered. The proposed facial identifi-
cation technique based on the 3D facial landmarks is presented as follows.
First, the proposed method is quick in terms of processing time, as it is
not used as a 3D facial scanner. Second, the proposed facial identification
scheme is a hybrid scheme where it combines 2D facial excellent fea-
tures with 3D facial coarse features. This makes the proposed technique
achieve high accuracy for person identification. Third, the proposed 3D
facial feature is robust for geometric affine transformation as it is based
on absolute affine invariance. Lastly, our 2D facial feature is immune to
illumination conditions as it exploits the robustness of edge image to lighting
conditions.

This paper is organizing as follows. Section 2 explains the general con-
cept of hybrid facial identification. Section 3 briefly introduces Dlib facial
landmark, which is based on a histogram of the oriented gradient. Section 4
describes the 2D- and 3D facial features. Section 5 briefly reviews the direct
linear transform process. Results are provided in Section 6. Discussion and
conclusion are presented in Sections 7 and 8, respectively.

2 General Concept

A person’s identification is based on a hierarchy scheme with both 2D and 3D
facial features as shown in Figure 1. The person’s facial image in a database
is used as a reference image. The person to be identified will be denoted
as a query image. The facial acquisition data consists of two USB cameras
installed on the common rail. The camera’s orientation can be arbitrary. For
each person, first, the 2D Dlib facial landmarks are acquired from both the
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Figure 1 Overall person identification process.

images. 2D facial features’ extraction is then processed in one of the images
(right image). Second, the ROI is defined to be facial image bounded within
the convex hull of the Dlib facial landmarks. Third, edge detection is applied
to the ROI image. The geometric transformation is estimated with the known
correspondence between the 2D facial landmarks of the reference and query
images. Fourth, the edge image of the query is aligned against the edge
image of the reference image. The edge image will be defined as the 2D
facial feature that will provide local information on the person’s face. The
similarity measure based on distance map error [30] is used to compute
and identify. For the 3D facial feature, the used 3D acquisition technique
called the direct linear transform is utilized to extract the 3D Dlib landmarks.
The technique is superior to the traditional stereoscopic technique. The two
used cameras do not need to be identical in both camera characteristics and
orientation. Fifth, geometric invariance-based features are extracted from the
3D landmark points. The geometric invariance feature is constructed from a
volume confined between 3D landmark quadruplets. It will be served as a 3D
facial signature. The 3D facial signature is contributing as a global feature
that is based on a person’s facial structure. Sixth, for combined 2D facial
features and 3D feature signature, the derived hybrid facial features can be
used for personal identification.
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3 Facial Landmarks Detection

Image-based automated facial landmark detection has been the topic of active
research and has numerous applications, including facial identification, facial
expression analysis, such as facial palsy, sleep apnea [16–19], face animation,
3D face reconstruction and registration [20–23], feature-based face recogni-
tion, verification, face tracking, and head gesture understanding [24–28]. The
number of facial landmarks can be varied depending on intended applica-
tions. The low-level application particularly focuses on detection of faces and
requires only primary landmarks, such as nose tip, four eyes, and two mouth
corners. The first facial landmarks contribute to 20–30 landmarks. For higher-
level tasks, such as facial expression analysis, secondary facial landmarks of
40–50 landmarks will be combined. The proposed 2D facial landmarks are
primary landmarks constituting 30 landmarks, including nine landmarks for
face contour, six eyebrows, four eyes, nine noses, and two mouth landmarks.
Figure 2 shows the 2D facial landmarks.

In general, the process of detecting facial landmarks is divided into two
steps: first, locating the face in the image and second, detecting fundamental
feature structures in the facial region, e.g., mouth, right and left eyebrows,
nose, right and left eyes, and jaw. Face detection in the first step exploits
the histogram of oriented gradients (HOG), a useful feature descriptor in
computer vision widely used for object recognition. The central concept of
this approach is to locate gradient orientation in a localized portion of an
image. The algorithm overview in this regard comprises six steps as listed
hereunder:

(i) Divide the image into small spatial cells with an aspect ratio of 1:2, to
apply 64 ×128 patches of an image.

(ii) Calculate the gradient (Sobel) images.
(iii) Calculate the HOG in 8×8 cells.

Figure 2 The 30 Dlib facial landmark points.
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(iv) Perform block normalization by using an histogram so that they are not
affected by lighting conditions.

(v) Calculate the HOG feature vector by using 36×1 vector concatenated
on a large vector.

(vi) Detect face based on the HOG feature vector by using the dominant
direction of the histogram that captures the shape of facial components.

Once the person’s face is localized, critical facial structures in the face
region are determined based on the algorithm described in Ref. [29]. Also,
there is an eminently sound library called the “Dlib” [31], which is used to
extract facial landmarks accurately.

4 Hybrid Facial Features

The hybrid facial features used for personal identification exploit both the 2D
and 3D features. The 2D and 3D facial features can be considered as local
information and global information, respectively. The 2D facial features in
a hierarchy facial identification are 2D facial edge profiles contained in the
ROI. The 3D facial features exploit the geometric invariance constructed from
the 3D facial landmarks.

4.1 2D Facial Feature

The 2D facial feature is based on an edged facial image which is invariant
to lighting conditions. Figure 3 explains the 2D facial features. First, the
Dlib facial landmarks are extracted. Then, define the ROI as the area to be
confined within the convex hull of facial landmarks. Edge detection is then
performed in the ROI and can be used as 2D facial features. To apply the
2D facial feature, we need to align the ROI face image of the reference
against that of the query image. In order to align the ROI edged image of
the original Figure 3(b) against the query image, we need to compute the
geometric transformation matrix, T. Let the landmark points in the original
(X) Figure 3(a) and in query image (Y) related by

Y = T · X (1)

where

X =

 x′1 x′2 · · · x′n
y′1 y′2 · · · y′1
1 1 · · · 1

 (2)
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Figure 3 The 2D facial feature (a), (b) Dlib facial landmark on the reference image and
query image, respectively; (c) to (d) ROI face image of the reference and that of the query
image; (e) to (f) ROI facial edged image of the reference and that of the query image; (g) ROI
facial edged image of the reference aligned against that of the query image.

Y =

 x1 x2 · · · xny1 y2 · · · y1
1 1 · · · 1

 (3)

T =

m00 m01 m02

m10 m11 m12

0 0 1

 (4)
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The estimated transformation matrix T using the minimized mean square
error (MMSE) scheme can defined as

ε2 = (Y − TX)T (Y − TX) (5)

and then derivative of Eq. (1) is taken with respect to T

dε2

dT
= −2XT (Y − TX) = 0 (6)

XTY = XTTX (7)

Y TX = T TXTX (8)

T T = (Y TX)(XTX)−1 (9)

The transformation matrix, T, can be estimated from

T = (XTX)−1(XTY ) (10)

After the geometric transformation matrix T is estimated, the query edged
image is aligned against that of the original image, i.e., Figure 3(e). The
similarity is then computed using the distance map error [30].

4.2 3D Facial Features Based on Geometric Invariances

The geometric invariances are properties of curve and surface that are pre-
served under specific class of rigid transformation. The geometric invariances
can be classified into two types, i.e., an absolute invariance and a relative
invariance. The absolute invariances are properties that remain unchanged
before and after geometric transformation. In contrast, relative invariances are
properties before and after geometric transformation that are not the same but
related by some function. Under the 2D rigid transformation, length and angle
bounded between two adjacent lines and areas is the absolute invariance [32].
However, the 2D rigid transformation, similarity, affine transformation, lines,
and angles are no longer preserved. The area of the corresponding triangles
becomes a relative invariant, with the two corresponding areas being related
to each other through the determinant of the linear transformation matrix T
shown in Figure 4:

Area(∆A′B′C′) = |T|Area(∆ABC) (11)

where Area(∆A′B′C′) and Area(∆ABC) are the areas of the triangular patch
A′B′C′ and ABC, respectively

Area(∆A′C′D′) = |T|Area(∆ACD) (12)
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Figure 4 The absolute invariance derived from the area ratio of two corresponding triangular
patches [32].

where Area(∆B′C′D′) and Area(∆BCD) are the areas of triangular patch
B′C′D′ and BCD, respectively. By taking the ratio of Eq. (3) with Eq. (3), the
area ratio can be derived as

Area(∆A′B′C′)
Area(A′C′D′)

=
Area(∆ABC)

Area(∆ACD)
(13)

In the case of the 3D geometric invariance, volume is a relative affine
invariance, whereas the volume ratio is an absolute affine invariance.

The 3D geometric invariance as a 3D facial feature is determined as
follows: first, the 3D facial landmark with 30 points based on the HOG from
both the query and reference faces is recorded. The volume of the confined
area is next to be computed within some four determined landmark points
(quadruplets) on both faces to derive a sequence of volume in a triangular-
based pyramid shape. Furthermore, take the ratio of volume between the
consecutive volume quadruplets. The sequence of volume ratio is then served
as a facial signature to be used for personal identification. Figure 5 demon-
strates the construction of 3D facial features, which serve as a facial signature.
Figure 6 shows the selection of 13 triangular-based pyramids constructed
from some determined 3D facial landmark quadruplets used as our 3D facial
features.

5 3D Acquisition Based on Direct Linear Transform

In this section, the DLT is determinded by extracts of the 3D coordinates of
the object from multiple photographs taken at an arbitrary pose. The DLT
is more flexible than the traditional well-known stereoscopic technique, e.g.,
used camera and camera orientation are not the same. The DLT technique
for the 3D acquisition requires two steps, i.e., camera calibration and 3D
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Figure 5 The construction of 3D facial features: (a), (f) sequence of volume confined within
some four determined landmark points on reference and query facial data, respectively; (b), (e)
volume of each triangular-based pyramid; and (c), (d) sequence of absolute affine invariance
of reference and query facial data, respectively.

Figure 6 Thirteen triangular-based pyramids constructed from some determined 3D facial
landmark quadruplets used as 3D facial features.
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acquisition. In the first step, camera calibration can be done by analyzing
the photograph of the reference box with a known coordinate placed at the
same position of the object, as shown in Figure 6(a). A photograph taken by
a camera undergoes a linear transformation from 3D to 2D projective space
as Eq. (14)

 u
v
w

 = K[I3|O3]

[
R −T

OT
3 1

]
x
y
z
1

 (14)

where  u
v
w

 = M


x
y
z
1

 where M = [KR| − KRT] (15)

while M is the projection matrix, K, R, and T are respectively the intrinsic
parameter matrix, rotation matrix, and translation matrix between the camera
coordinate system and object coordinate system. The 3D coordinates [x, y, z,
1] and corresponding image coordinate [u, v, w] can be solved by the matrix
M of each camera.

In the second step, the calibration object is replaced with the object to be
acquired for a 3D coordinate. (u′,v′) and (u′′,v′′) are the image coordinates
of the landmarks from camera 1 and 2, respectively. The 3D coordinates of
landmarks can be estimated by solving the following homogeneous Eq. (16)

u′m′T3 − w′m′T1
u′mT

3 − w′m′T2
u′′m′′T3 − w′′m′′T1
u′′m′′T3 − w′′m′′T2




X
Y
Z
1

 = 0 (16)

where m′Ti are the row ith of the projection matrix M of the first camera and
m′′Ti are the row ith of the projection matrix M of the second camera.

6 Experiments and Results

The experiments and results are involved with two experiments, i.e., first
camera acquisition and second performance test.
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6.1 Camera Calibration and 3D Acquisition Test

As described in the previous section, the 3D landmark acquisition is based
on the DLT technique. One of the crucial steps of the DLT is camera
calibration. A simple-geometry calibration phantom is taken by each camera.
The projection matrix M in Eq. (15) can be estimated by the 3D coordinates
and corresponding image points. Figures 7(a) and 7(b) show the calibration
cube’s image with the dimensions 10.5 cm × 10.5 cm × 10.5 cm. The
origin of world coordinate system (coordinate [0, 0, 0]), the eight vertex
coordinates of the calibration box can be determined. The circular dots in
Figure 8(a) or 8(b) represent the eight vertices’ corresponding image points.
These data sets can then be used to estimate the projection matrix, M [33].
Once the projection matrix is estimated, the projected image points of the 3D
coordinate of the eight vertices are computed. The results are plotted as the
star dot in Figure 8(a) or 8(b). The process is call reprojection.

The superimposition of the real image coordinate and the computed
image coordinates of the calibration phantom demonstrate the success of

Figure 7 The camera calibration (a) calibration cube’s image and (b) 3D landmark
acquisition of facial landmark point X.

Figure 8 Camera calibration: (a) Reprojection of camera 1; (b) Reprojection of camera 2;
and (c) 3D acquisition result of calibration phantom.
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camera calibration, as show in Figures 8(a) and 8(b). Once the camera
calibration is performed, the two projection matrices can be used to estimate
the 3D coordinate of the phantom box. The result is show in Figure 8(c).

6.2 Performance Test of Person Identification with Hybrid
Feature

6.2.1 Hardware setup
The 3D facial landmark acquisition system is shown in Figure 8. Two
Logitech C270 HD Vid 720P USB cameras are mounted on the 3D-printed
camera holder with the center point camera at 10 cm. The two cameras are
connected to Intel i5 notebook via USB ports. The written OpenCV program
is used as data acquisition for both cameras. The test subject will sit in
front of the camera with a distance of 100 cm from the camera. The visual
studio C++ is used to acquire the 2D Dlib facial landmark of the two facial
images. The 2D Dlib facial landmark coordinate is recorded and forwarded
to the MATLAB program for further analysis, including the 2D and 3D facial
features, and the statistical analysis of the experiment.

6.2.2 Receiver operating characteristic
In this experiment, 80 subjects are tested, which allows us to get 3,200 facial
images by using two 2D-cameras, as shown in Figure 9. The well-known
parameters for classification were evaluated, including true positive (TP),
false positive (FP), true negative (TN), and false negative (FN). Thus, we
can compute the accuracy, specificity, and sensitivity, which are defined as
follows:

Accuracy =
(TP + TN)

(TP + FP + TN + FN)
(17)

Figure 9 Experimental setup (a) person model and (b) Logitech C270 HD Vid 720P camera.
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Specificity =
TN

(TN + FP )
(18)

Sensitivity =
TP

(TP + FN)
(19)

Table 1 shows a comparison of the results from separated 3D features and
2D features. Table 2 shows the result of the hybrid feature obtained from the
combination of the 3D feature and 2D feature. Alignments of the 3D facial
features of some facial samples are demonstrated in Figure 10, whereas the
2D facial feature registration of some facial samples is show in Figure 11.

6.2.3 Hybrid facial feature
The cost function for hybrid facial feature is defined as

Hybrid feature = (α) 3DFeature + (1− α) 2D Feature (20)

where α is the weighting factor. The value is between 0 and 1, and the
increased value of α result in an increased factor of the 3D facial features and
vice versa. The optimization values of α are shown in Table 2. The optimal
α is at 0.3, where it achieves the best accuracy, sensitivity, and specificity of
99.78%, 80.41%, and 98.98%, respectively.

Table 1 The face recognition with 3D facial features and 2D facial features
Results 3D feature 2D feature

Accuracy 80.55 % 95.99%
Sensitivity 65.98% 95.88%
Specificity 80.70% 95.99%

Table 2 The face recognition with hybrid feature different weighting factor (α)
α Accuracy Sensitivity Specificity

0.1 99.72% 73.20 97.54%
0.2 99.77% 77.32% 98.41%
0.3 99.78% 80.41% 98.98%
0.4 99.76% 88.66% 99.87%
0.5 99.21% 88.66% 99.32%
0.6 96.64% 91.75% 96.69%
0.7 89.65% 94.85% 89.59%
0.8 75.25% 95.88% 75.03%
0.9 60.13% 59.73% 68.03%
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Figure 10 Alignment of 3D facial features with reference against query and error between
3D facial features.
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Figure 11 Registration of 2D facial features with reference against query and distance map
error.
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7 Discussion

In this section, we discuss the parameters, 3D facial features, data acquisition,
and performance.

7.1 Parameter α

According to proposed hybrid scheme of facial identification, the cost func-
tion is defined by Eq. (20). The experimental results demonstrate the effects
and performance of the system. In this case, there is a significant change
in lighting conditions, as it may decrease and hence increase the weight
of the 2D facial features. The 2D facial features are based on the edged
image, which is immune to changes in lighting conditions. On the other
hand, in the case where there is a problem of transformation change, e.g., the
person head is tilted, it may result in an increased value of α. Consequently,
the optimization of α is needed but it is dependent upon data acquisition
condition.

7.2 3D Facial Features

The 3D facial features are based on the absolute affine invariance, which is
the ratio of two pyramidal volumes. The effect of geometric transformation
is cancelled out according to Eq. (3). Hence, the 3D facial feature alignment
is not required. For an excellent presentation, however, the 3D facial features
in Figure 9 are aligned using the transformation matrix estimate from the
3D landmark points. The cost function is based on the 3D feature after the
alignment.

7.3 Data Acquisition

The 3D landmark acquisition is based on the DLT and hence requires cam-
era calibration. After the camera calibration, the camera orientation should
be fixed. Any disturbance to the 3D landmark acquisition would result in
calibration of the two cameras.

7.4 Performance

The hybrid facial feature with 0.3 can achieve the performance of personal
identification with an accuracy of 99.78%. The sensitivity is not as good as
accuracy. This fact reflects the noticeable false positive error.
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8 Conclusion

In this paper, the hybrid feature algorithm was proposed for person identi-
fication based on facial image with the 2D and 3D facial features. In the
3D facial features, two USB cameras are installed on the rail in arbitrary
orientation to take two facial images. The 3D Dlib facial landmarks are
extracted using a direct linear transform. A sequence of pyramidal volume
constructed from a series of four landmark points is obtained and used to
derive a sequence of absolute affine invariance to serve as 3D facial features.
The 2D facial features are constructed from the edge image of the area of
interest, which is the area confined with the 2D Dlib facial landmarks. The
combination of the 2D and 3D facial features is used in the cost function
for person identification. The advantages of the proposed hybrid feature for
person identification system are as follows. First, the system is invariant to
affine transformation as the facial features are based on geometric invariance.
Second, the system is immune to changes in the light condition as the 2D
features are based on edge image, which is known to be robust to lighting
conditions. Third, the processing time is quick as the 3D acquisition system
does not use a 3D scanner. Fourth, the hybrid system is based on a hierarchy
scheme where the 3D features serve as coarse or global features, whereas
the 2D features serve as excellent or local features. Finally, our system is
affordable as it used only two USB cameras, whereas the previous work
exploited a 3D laser scanner. The performance of the proposed system has
been tested with 80 persons and achieved an accuracy of 99.78%.
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