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Abstract

The conventional method of fingerprint alignment using reference points does
not work well for partial fingerprints due to the limited or non-availability of
reference points. Moreover, matching of partial fingerprints using existing
techniques is challenging as partial fingerprints lack enough distinguishing
information. Even if fingerprints consists of sufficient information, the varying
quality of different parts of fingerprint affects recognition process. In this
paper, a new paradigm in the form of region-based approach that uses all
available fingerprint ridge structure for aligning the fingerprints is proposed.
Additionally, a new metric to compute individual local region similarity
based on region’s quality, size and consistency of its neighbouring regions
is proposed and used in deriving the global similarity for matching process.
Although the proposed approach is computationally intensive, yet, the error
rate is close to zero as the experimental results shows. The method is most
suitable in applications where perfect identification is required such as forensic
investigations.
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1 Introduction

Matching of partial fingerprints is very essential not only in forensic appli-
cations but also in day to day life applications. The fingerprints obtained
from the crime scenes are generally low in quality and partial. Moreover,
miniaturization of the fingerprint scanner also results in partial fingerprint. The
issue of matching the partial fingerprint is similar to full fingerprint but it also
has its unique characteristics. The partial fingerprints not only lack enough
fingerprint features but also are distorted and unclear. These characteristics
of partial fingerprints poses many challenges in implementing the existing
fingerprint recognition system. Two major research challenges that need to
be addressed are (i) how to align the full and partial fingerprint to simplify
the matching process and overcome the rotational difference between the two
fingerprints and (ii) how to assign the matching/similarity score to a pair
of fingerprints to compensate for high intra-class variation and inter-class
similarity.

Before one can measure whether given fingerprints are similar or not, one
need to align the given fingerprints. In case of partial fingerprints, only a part
of the finger is available and therefore, it becomes challenging to align them
before computing their similarity. The previously well developed fingerprint
alignment methods, including minutia-based and non-minutia based, may
not be suitable for partial fingerprints [1]. One issue of applying these
methods to partial fingerprints is that they require features that might not be
available in partial fingerprints. Accordingly, these methods will either lead
to incorrect alignment or not be applicable [1]. For instance, Khalili et al.
have investigated using fingerprint reference points to rotationally align the
fingerprints [2]. However, it is likely that reference points are not available
in partial fingerprints. Hence, it is difficult to align the partial fingerprints by
using the existing methods.

Since the shape and size of the partial fingerprint is not fixed, the
fingerprints must be aligned adaptively to the partial fingerprint shape and size.
Therefore, it is mandetory to align the partial fingerprints based on the informa-
tion available in the fingerprints [3]. For that, the pixel based information of the
fingerprints can be used for aligning fingerprints. However, in a pixel-to-pixel
comparison of two images, even a slight rotational difference between two
images might result in assigning a wrong similarity score and consequently
a wrong matching decision. In other words, an accurate alignment result in
minimizing false decisions in the system.
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Not only the shape and information present in partial fingerprints is an
issue but the varying quality in different parts of the fingerprints is also a
challenging problem to deal with. The varying quality of different parts of
the fingerprint can affect the similarity score and can result in lower or higher
similarity score between intra and inter class fingerprints which is not desired.
Therefore, the quality of the partial fingerprints need to be compensated for
computing the similarity score between them.

In this paper, we propose a region based fingerprint alignment method
and a quality controlled similarity measure to compute similarity between
fingerprints. The proposed approach focuses on alignment based on correla-
tion of fingerprint’s regions. The rotational difference of two fingerprints is
obtained even more accurately by using consistency of surrounding regions.
The performance evaluation of the proposed method shows that alignment
by using only the fingerprint ridges performs slightly better as compared to
alignment by using singular points. However, when accuracy is not the main
focus of the system, using the singular points (if available) is reasonable due
to the faster process of aligning the fingerprints. In addition, before computing
the similarity between the fingerprints the quality of the regions is considered
to minimize the false matches.

Section 2 discusses the method of aligning fingerprints based on singularity
points and fingerprints ridge information. The importance of using ranking
and quality of regions for aligning fingerprints is discussed in Section 3.
Section 3.1 and 3.2 illustrates the details of ranking and quality of regions
for accurate alignment. After aligning fingerprint, the corresponding regions
are located by identifying a common off-set point (Section 4). Section 5
discusses the computation of similarity of fingerprints by proposing a region-
based similarity measure. The results of the proposed method are compared
with existing methods in Section 6. Section 7 represents the experimental
results on two partial fingerprint datasets that shows the effectiveness of the
proposed method on partial fingerprints. Experimental results are followed by
conclusion in Section 8.

2 Alignment of Fingerprints

Alignment of fingerprints is a fundamental step in the fingerprint recog-
nition. Many techniques have been proposed in the literature for aligning
the fingerprints. One of the most common approaches is alignment using
singularity points. However, fingerprints may not always consist of singularity
that makes the alignment process difficult. Therefore, we propose an alignment



126 O. Zanganeh et al.

Figure 1 Block diagram of the proposed fingerprint alignment techniques.

method based on ridge information of fingerprint. The proposed method is not
only independent of singularities but also result in more accurate alignment.
However, if fingerprints consists of singular points, they could be used for
fast alignment along with ridges. Singular points can be used to coarsely align
fingerprints and ridge structure can be used for fine alignment. The block
diagram of ridge based fingerprint alignment with or without using singularity
points is presented in Figure 1.

2.1 Alignment based on Singular Points

The fingerprints are generally 2-dimensional images which can be aligned if
two identical points are located in both images. Singularity points (if available)
could be used to align the fingerprints efficiently based on this idea [4]. We
have used the method proposed by Wang et al. [5] for detecting singularity
points. Assuming that two same reference points exist in both fingerprints, in
order to rotationally align fingerprints, query image is rotated till the gradients
of the line joining the two reference points in query and registered fingerprints
are identical.

Figure 2 illustrates an example of aligning the fingerprints based on the
above process. Figures 2a and 2b show registered and query fingerprints
respectively, which are different impressions of same finger. To align the
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Figure 2 Aligning the query fingerprint (b) with respect to registered fingerprint (a),
in (c) only singular points are used to align the fingerprints, in (d) alignment is done by using
both singular points and ridge features.

query fingerprint with registered one, the query fingerprint should be rotated
clockwise. The red and green circles depict the location of up-core and delta
respectively on both fingerprints. According to the position of the core and
delta points on registered and query image, the angle of line joining core and
delta with respect to x-axis are +111◦ and +116◦, respectively. This results
in the angle difference between two images being 5◦. Therefore, the query
image should be rotated by 5◦ (clockwise) to be aligned with the registered
image (Figure 2c).

Using singularity points for alignment has mainly two issues: (i) the
intra-class variation makes location of the singularity points vary from one fin-
gerprint to another which may result in inaccurate alignment; and (ii) detecting
the location of singularity points accurately is very challenging [4]. Detection
of singular points depends on the method applied to identify the singular
point location [5]. However, this alignment method can be used for a coarse
alignment when the efficiency is more important than accuracy. In order to
align the fingerprints accurately and efficiently, the singularity based alignment
can be combined with ridge based alignment (as discussed in next section).
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2.2 Alignment based on Fingerprint Ridge Structure

Aligning fingerprints based on ridge structure is not dependent on fingerprint’s
shape, size and singularity points. As long as a fingerprint is provided, it
contains the fingerprint ridge (even if it is a small area) and that can be used
to align the fingerprints. The alignment process starts with cropping a region
from query fingerprint. The size of cropped region can vary depending on
size of valid fingerprint area. Considering the size of fingerprints in dataset
FVC 2002, we set the size of the cropped regions to 128 × 128, 128 × 64,
and 64 × 64 pixels. Figure 3 shows query fingerprint that is decomposed
into regions of size 64 × 64 which provides simple extraction of region with
bigger sizes (by concatenating the adjacent regions). The regions that are fully
occupied with fingerprint information (not part of the background) are selected
for alignment. In addition, the region can be cropped from different parts of
query fingerprint and can be of different sizes. These two properties make this
strategy suitable for partial fingerprints alignment.

For each cropped region, the correlation of cropped region and registered
fingerprint is computed for different rotation angles. The rotation angle
which gives the highest correlation value, is used to rotationally align two
fingerprints. This process can be used even when partial fingerprints do not
consist of singularity point. Aligning fingerprints by this method reasonably
takes care of finger skin elasticity and effect of distorted regions, as different
regions (with different sizes) can be cropped from the query fingerprint.

Figure 3 A query fingerprint decomposed into sub-regions [(x, y) is used as sub-region
index].
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Figure 4 Impressions of the same finger being aligned based on computing the correlation of
their ridge structure. a) registered fingerprint b) query fingerprint c) aligned query fingerprint.

The result of aligning by this strategy is shown in Figure 4. This strategy
is accurate but not efficient in terms of computational cost. This is because,
each cropped query region is rotated by −35 to +35 (it is the highest rotation
difference as mentioned in the FVC 2002 dataset description) degrees till the
rotation difference is found which makes the whole process exhaustive.

In order to increase efficiency, singular points position (if available)
on fingerprint can be used along with ridges as the second strategy. For
that, fingerprints are first coarsely aligned by using the singularity point (as
discussed in last section) and then finely aligned by rotating each query region
for each angle between −25 to +25 degrees (as fingerprints are already
coarsely aligned so do not need to rotate query fingerprint for all angles
between −35 to +35) and computing the correlation with all registered image
regions. Figure 1 depicts the alignment processing using both singularity
point and ridge structure and the result of aligning the fingerprints by using
singularity and ridge together is shown in Figure 2.

3 Effect of Ranking and Quality of Regions

As we have discussed in the Section 2, query regions are rotated and correlation
is computed with registered image regions. The registered image region that
results in maximum correlation is taken as the matching region. However,
the issue is that the highest correlation value achieved (through overlapped
regions) might not always be the correct value to select (as illustrated in
Figure 5). The presence of more than one peak (highest correlation by over-
lapping two regions) with approximately the same value shows the probability
of choosing the wrong peak. Therefore, choosing the region resulting in
highest peak may result in inaccurate alignment. Whereas if the second highest
correlation value is considered by taking into account the surrounding regions,
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Figure 5 Correlation score of overlapping a region on another image [6].

the result might be more accurate as it corresponds to the global structure of
the fingerprint.

Figure 6 illustrates a situation where highest peak does not result in assign-
ing highest possible similarity to intra comparisons. Correct and incorrect
peaks should be defined according to global structure of the fingerprint that
is measured by considering other available regions in query and registered
fingerprint. Thus, in order to improve the alignment by using the ridges,
Section 3.1 discuses how to use the global fingerprint ridge structure.

In addition, the quality of captured fingerprints varies because of distortion
and other intra-class variations. Not only different impressions of same
finger have different quality but also different regions of same fingerprint
vary in quality. The low quality/highly distorted regions can be ignored
in order to make sure that reliable information is obtained by comparing
fingerprint regions. Section 3.2 discusses the method of measuring the quality
of regions.

3.1 Ranking Strategy based on Global Structure

To make sure the angle selected for aligning the fingerprints is accurate,
the location and direction of other regions in neighbourhood are taken into
account. According to the information provided by other regions cropped
from the query fingerprint, reliability of the highest peak obtained from
overlapping the query region on the registered fingerprint can be assessed.
Based on assessment, a ranked value is assigned to the cropped region in
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Figure 6 a) Query fingerprint. b) cropped region from query fingerprint. c) and e) registered
fingerprint. d) the region on registered fingerprint that gives the highest NCC value f) the region
on registered fingerprint that gives the second highest NCC value.

order to compare it with other regions and align the fingerprints based on
the most reliable (highest ranked) region. The ranking is performed based on
location and direction of other regions that have been cropped from the query
fingerprint and overlapped on the registered image.

Figure 7 shows an example of the available cropped regions from a
query fingerprint (indicated as A, B, C) and their corresponding regions on
a registered fingerprint (A’, B’ and C’ respectively). If “A” is the region to
be ranked, the angle and distance differences of A and B versus A’ and B’,
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Figure 7 An example of a) three regions cropped from query fingerprint and b) their
corresponding regions on registered fingerprint.

A and C versus A’ and C’ is computed. For instance, the angle and distance
differences of A and B versus A’ and B’ is computed as:

Euclidean Distance(A,B) =
√

(Ax − Bx)2 + (Ay − By)
2 (1)

Euclidean Distance(A′,B′) =
√

(A′
x − B′

x)2 + (A′
y − B′

y)2 (2)

Difference of Euclidean Distance(AandB vs A′andB′)

= Equation 1 − Equation 2 (3)

θ1 = tan−1
(

Ax − Bx

Ay − By

)
, θ2 = tan−1

(
A′

x − B′
x

A′
y − B′

y

)
(4)

Direction(sub−regionAandB , sub−regionA′andB′) = |θ2 − θ1| (5)

If Euclidean distance and direction difference for each pair of sub-regions is
smaller than the Threshold1 for distance and Threshold2 for angle respec-
tively, the pair of sub-regions are considered consistent. Threshold1 is set to
20 pixels and Threshold2 is set to 25 degrees, as our experiments shows that
this setting outputs the best matching results.

The ranking assigned to regionA is based on the ratio of the other
neighbouring sub-regions that pass the above two conditions. Ranking based
on the ratio of the other regions makes the ranking strategy flexible in the case
of partial fingerprinting as the number of other available regions may vary.
Thus, the ranking assigned to regionsA is as follows:

Rank(regionA) = SA + SA × (NA/ASA) (6)
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where SA represents the similarity (correlation value), NA represents the
number of consistent regions and ASA represents the number of available
regions.

In addition to the number of other available regions, their size also need
to be considered in the ranking as one can choose different sized regions. Due
to the intra-class variations and image distortion, regions of bigger size have
less chance in finding the match in the registered fingerprint and result in a
high similarity value. Thus the ranking is compensated by taking care of the
region sizes as:

Rank(regioni) = Si + Si × (Ni/ASi) × SWi (7)

where SW i represents the weight assigned to regions according to their size.
The bigger the sub-region size is, the bigger weight is assigned to it. In our
calculations, we have used three different sized regions of sizes 64 × 64,
64 × 128 and 128 × 128. After ranking each sub-region according to the
Equation (7), the rotational difference of the two fingerprints is detected
based on the angle value provided by the region that has the highest ranking.
Table 1 shows the results of overlapping a query region on two different
regions of a registered fingerprint. As indicated by the “number of available
regions” in the table, there are 3 and 6 available regions that could be used to
validate the reliability (assign ranking) of region 1 and region 2 of registered
fingerprint respectively. For each one of these 3 and 6 other regions, the (x, y)
location of where the highest correlation is achieved is recorded. Based on
Equations (3) and (5), region 1 and region 2 are having 0 and 4 consistent
regions. This results in ranking for region 2 (0.5367) more than that of region 1
(0.4424) whereas the correlation value of region 1 is more than region 2.
Hence, the global structure of the fingerprint helps in selecting the correct
angle required to align the fingerprints.

Table 1 Result of overlapping cropped region from query fingerprint on two regions from
registered fingerprint

Region 1 Region 2
angle −9 6
correlation value 0.4424 0.4128
Number of regions showing consistency 0 4
Number of available regions 3 6
(x, y) of cropped region from query fingerprint (256, 192) (256, 192)
(x, y) of cropped region from registered fingerprint (356, 216) (352, 259)
Ranked value 0.4424 0.5367
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Table 2 Recognising all the fingerprints only based on alignment information on
FV C 2002 DB1

Training set size (% of the dataset): Accuracy (%) Error Rate(100 − Accuracy)(%)
100 + 99 (∼2.5%) 89.8 10.2
200 + 197 (∼5%) 94.6 5.4
300 + 249 (∼7%) 94.5 5.5

3.1.1 Recognition based on ranking score
The information obtained by ranking regions can be used to recognise the
fingerprints without any further processing (results are shown in Table 2). The
alignment and ranking of regions according to the other regions (Section 3.1)
provides useful information that can be used to recognise fingerprints with
no need to detect common regions and compute local and global similarities.
Recognizing fingerprints at this stage will improve system efficiency since
many of the comparisons can be recognised to be from the same finger
(genuine user) or not (imposter user) without any further processing. The
table shows that by increasing the training set size upto 7%, we can obtain
accuracy of 94.5%.

3.2 Quality Estimation of Regions

One of powerful measures to estimate the clarity of ridges and valleys in
a fingerprint is orientation coherence [4, 7]. Ridge orientation refers to the
angle that a ridge crosses through in a small neighbourhood with a horizontal
axis. In order to compute the orientation coherence, the image is partitioned
into regions of size b × b. For each block B, gs = (gx

s , gy
s ) denotes the

gradient of grey level intensity at site s ∈ B. The covariance matrix of the
gradient vectors of the grey level intensities for all the pixels in the region s is
given by [7]:

J =
1
b2

∑
s∈B

gsg
T
s ≡

[
j11 j12
j21 j22

]
(8)

The orientation coherence based on the above symmetric positive matrix is:

λ1 =
1
2
(trace(J) +

√
trace2(J) − 4 × det(J)) (9)

λ2 =
1
2
(trace(J) −

√
trace2(J) − 4 × det(J)) (10)
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where trace(J) = j11 + j22, det(J) = j11 × j22 − j2
12 and λ1 ≥ λ2. The

normalized Coherence (C) measure is computed as:

C =
(λ1 − λ2)2

(λ1 + λ2)2
=

(j11 − j22)2 + 4j2
12

(j11 + j22)2
(11)

In the above equation, 0 ≤ C ≤ 1. If the ridges and valleys in the region
are distinguished clearly, then λ1 � λ2 resulting in C ≈ 1. On the other
hand, if the region is of low quality and the ridges and valleys are not clearly
separated, λ1 ≈ λ2 resulting in C ≈ 0 [7]. Hence, the coherence value is used
as a quality measure for regions. In other words, considering that j11 = g2

x,
j12 = j21 = gxgy and j22 = g2

y , Equation (11) will be one or zero if the values
of covariance matrix J are:

C = 1, if j2
12 ≈ j11 × j22

C = 0, if j2
12 	 j11 × j22

The regions near the fingerprint singularities are likely to provide more
discriminative information than the peripheral regions. However, orientation
coherence fails to measure the quality near the singularities when there is
high curvature which results in low coherence [4]. Figure 8 shows the result

Figure 8 a) a partial fingerprint of good quality and b) poor quality. Orientation coherence
metric is shown for each region.
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of computing the orientation coherence on different regions of two good
and poor quality fingerprints. In Figure 8(a), the region containing high
curvature results in low orientation coherence. In Figure 8(b), the orientation
coherence is low for almost all the regions due to the low quality of these
regions.

3.3 Alignment of Fingerprints using Ranking and Quality
of Regions

Figure 9 illustrates the process of ridge based alignment of fingerprints
using ranking and quality of regions. Considering the intra-class variations
and different quality in different regions of the fingerprint, the images are

Figure 9 Block diagram of the improved alignment method based on ranking and quality of
the regions.
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decomposed into regions. In addition, at this stage, it is not clear which regions
in the query fingerprint are available in the registered fingerprint. It emphasizes
the need to decompose fingerprint into regions and treat each one of the
regions separately to find its match in the registered image. Thus, fingerprints
are treated locally by dividing them into regions as indicated in Figure 3.
After the query fingerprint is divided into regions, the low quality/highly
distorted/not fully contained regions are ignored in order to make sure that
reliable information is obtained from fingerprint. Then, each query region is
overlapped with the registered fingerprint to obtain the initial value of rotation
difference between two fingerprints.

In the previous sections, how the regions are ranked in order to identify
a region that shows the highest consistency with other available regions is
presented. The ranking strategy is used to identify the matching registered
image regions. The registered image region that results in highest rank
with query region is used for: (i), rotating the query fingerprint to align
with registered fingerprint; and (ii), the coordinates of registered and query
fingerprint region are used as the off-set point to extract the common region
between the two fingerprints which is discussed in Section 4.

4 Common Region Extraction for Comparison

Extracting the common regions between the fingerprints is required to compute
the similarity between fingerprints. Fingerprint singularity points can be used
to extract the corresponding common regions between the fingerprints. How-
ever, singularity points existence cannot be guaranteed in partial fingerprints.
Thus, the information provided by fingerprint regions (used for aligning the fin-
gerprints) is used to extract the common regions. The common/corresponding
regions of the 2-dimensional fingerprints could be detected by determining
an off-set point. Based on the ranking strategy mentioned before, the most
reliable region is selected and the location of the overlapping region with
the maximum correlation among the other regions is used as the off-set to
detect the corresponding regions. Corresponding regions are identified based
on the distance of each region on the registered and query fingerprint to the
off-set point.

Identifying the corresponding regions in this manner overcomes the
translation difference in two images. It should be mentioned that in this case,
the common regions between the two fingerprints are detected independent
of any particular feature such as singular points making it suitable for partial
fingerprints since a small region is enough to complete the process of alignment
and common region extraction.
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5 Similarity Computation

We need to compute the similarity between the fingerprints in order to aid the
matching process. Due to the small overlap of partial query fingerprint with
the registered fingerprint, determining the similarity can be very challenging.
Therefore, we need a similarity score measurement that can take into account
this small overlap resulting from partial fingerprint matching. Measuring the
similarity score based on correlation coefficient is promising since it reflects all
the available features. In addition, the fingerprints could suffer from distortion
that may not be uniformly distributed and different regions may have different
image quality levels. Thus, computing the similarity of the fingerprints locally
reduces the effect of the distorted regions on the overall similarity score. As
a consequence, considering the quality of sub-regions can result in better
discrimination between inter and intra cases.

Two intra fingerprints (with low intra-class variation) should have high
correlation in every block and vice versa for inter fingerprints. However, one
of the main reasons that intra fingerprints result in low similarity is that some
parts of the fingerprints are distorted. Therefore, identifying the low quality
regions and reducing their effect on the final similarity helps to increase the
similarity of intra cases and reducing the probability of falsely rejecting them.
On the other hand, by so doing, the final similarity of inter cases will not be
affected significantly since the low similarity in inter cases is mainly due to
the difference between ridges and valleys structure of the two fingerprints not
because of their quality.

Cappelli et al. in [8] claimed that in recent decades local matching has
addressed the weaknesses in global matching such as high computational
complexity and lack of robustness with respect to non-linear distortion. In next
section, how local similarities are computed and how they tolerate the effect of
distorted regions on the fingerprint similarity score is discussed. Additionally,
the global similarity score is computed for comparison, by consolidating
local similarities. The selected local similarities through global consolidation
techniques are then averaged by different averaging techniques.

5.1 Local Similarity Scores

Conventionally, in correlation-based methods, whole fingerprint is considered
as one big single-region. Accordingly, the similarity score is computed based
on the correlation of the two single-regions. In order to lower the effect
of distorted regions on fingerprints, the similarity of two fingerprints is
computed locally. Computing the similarities of each pair of small-regions
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individually and then averaging them to obtain the global similarity is a
robust and reliable technique for partial fingerprint matching since the final
similarity score is computed by considering the same contribution to each
of the local similarities. By doing so, the distorted regions are taken into
account as individual local similarity values and it does not affect the similarity
of other regions.

Local similarities are computed based on the Normalized Cross Correla-
tion (NCC) of a pair of corresponding regions. The NCC of 2-dimensional
images (the two corresponding regions) f and t is calculated as (aka Pearson’s
r correlation) [9]:

NCC =
1
n

∑
x,y

(f(x, y) − f̄)(t(x, y) − t̄ )
σfσt

(12)

where f̄ and t̄ are mean and σf and σt are standard deviation of images
f and t respectively and n is the number of pixels of the images. x and
y represent the coordinates of the pixels in the two dimensional f and
t fingerprints.

After the local similarities are computed, a particular value (a global
score) needs to be obtained from the local similarities to indicate their
overall similarity score [8]. To obtain the final similarity score between the
two fingerprints (global score/similarity), the local similarities are further
processed by averaging methods and global consolidation techniques.

5.2 Global/Final Similarity Score

Consolidating the results of local matching into a single value representing
the global/final similarity of the fingerprints is challenging since it could
highly affect the system performance. Cappelli et al. [8] introduced four global
score consolidation techniques. Further to the global consolidation technique
proposed by Cappelli et al., one of the widely-used techniques is averaging
the local similarities by computing the arithmetic mean.

5.2.1 Global similarity consolidation methods
Cappelli et al. [8] introduced four global consolidation techniques based on
their local similarities. Although these techniques were used in minutiae-
based matching it could also be extended to region-based matching with
some modification. Local Similarity Assignment (LSA) and Local Similarity
Assignment with Relaxation (LSA-R) techniques search for the best match
between minutiae points. This could lead to the maximum local similarities
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which also compensates for the fingerprint alignment. However, in the pro-
posed method the fingerprints are aligned that make these two techniques not
applicable.

Local Similarity Sort (LSS) technique sorts all the local similarities and
selects the highest n(n > 0) similarities. Instead of selecting a constant n
number of local similarities, the top k percent also can be selected. This
provides more flexibility in partial fingerprint matching since the number
of local similarities vary according to the available portion of the fingerprint
area. This could also be applied by using all the available information by
setting n to the maximum number of available local similarities. The global
score is then calculated by averaging the corresponding local similarities
(Section 5.3).

Local similarities are sorted by considering the quality of each region in
the query fingerprint and its pair in the registered fingerprint. The sorting is
done according to the mean and standard deviation (std) of the quality of the
regions as:

QualityRank =
mean(a, b)
std(a, b)

, (13)

where a and b are the quality of the regions computed as discussed in
Section 3.2. According to this Equation (13), the numerator and denominator
make sure that if both regions a and b are of good quality, they will be assigned
to a high quality rank. However, if one is of low quality, the standard deviation
will be higher which results in a lower quality rank. By sorting the local
similarities according to Equation (13), local similarities that are obtained from
the highest quality regions can be selected. This results in local similarities
that are more reliable.

In Local Similarity Sort with Relaxation (LSS-R) technique if a local
similarity is surrounded by regions producing higher similarity, then its score
is strengthened. Here, surrounding regions are also of high quality, or the
comparison is an intra case from which a larger region with high similarity can
be detected in both query and registered fingerprints. This technique is more
flexible to the number of neighbouring regions due to the different number
of local similarities as well as different number of neighbour regions on the
borders. Like LSS, the selected similarities can then be averaged.

5.3 Averaging Methods

The concept of averaging is simple, but it is essential to know which average
to use. Choosing the right averaging method enables correct estimation of
the central tendency of the population. To analyse the effect of averaging,
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three different averaging methods, namely harmonic, geometric and arithmetic
mean are applied to calculate the global similarities from local similarities
selected by LSS and LSS-R techniques.

The common merit between all these three means is that they all are
calculated based on all the observations [10]. Thus, these three means meet
the requirement of giving contribution to all the available information in the
fingerprint. However, the main difference between these means is how they
are affected by extreme values. Out of these three, geometric mean is the least
affected by data skew followed by arithmetic mean and harmonic mean [10].
It is essential to determine whether being affected by extreme values leads to
better discrimination of inter and intra fingerprints or not (Section 5.4).

Averaging the correlation values may be biased due to skew in data
distribution. The skew in data distribution in proposed method refers to low
local similarities when the majority of local similarities are high and vice
versa. The skew of correlation values occurs due to the intra-class variation
and inter-class similarity of fingerprints. In the proposed region-based method,
the intra-class variation and inter-class similarity can be referred to as low local
similarities in intra comparisons and high local similarity in inter comparisons.

5.3.1 Fisher transformation
To lower the effect of skewed local similarities the Fisher transformation
technique [11] can be applied to transform the data into an almost Gaussian
Probability Density Function (PDF). Fisher transformation normalizes the
distribution of Pearson’s r correlation and can be used to obtain an average
value that is less affected by distribution skew in fingerprint matching. The
Fisher transformation is obtained as:

z = 0.5 × ln

(
1 + r

1 − r

)
, (14)

where r is the local similarity. The global similarity score is then computed
by taking the mean value of z (as transformed values). After averaging, an
inverse of Fisher transform is applied to normalize the mean value of r’s for
the global similarity score of the two fingerprints to be in range of (−1, +1).
The inverse transformation is achieved by:

r̄ =
e2z̄ − 1
e2z̄ + 1

(15)

Figure 10 shows the correlation coefficient (ranges from −1 to +1) and their
corresponding value after being transformed by Fisher’s technique (ranges
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Figure 10 The transformation of the Pearson Correlation (green line) by Fisher Transform
Technique (red curve).

from −∞ to +∞). As shown, if the correlation coefficient is greater than
zero, the value is increased after transformation. Therefore, averaging the
transformed data (global score before inverse transformation is applied) is
higher than the average of the correlation coefficients. This is desired since
it can reduce the effect of distorted regions on the final global score of
matching. In other words, if only a few regions are distorted on a fingerprint,
low correlation coefficients will be obtained as their local similarities will be
normalized.

In case of an intra comparison, most of the correlation values for a pair
of corresponding regions (local similarities) indicate high similarity while a
few of them indicate low similarity due to low quality. It is likely that this
comparison will be falsely rejected if the average of local similarities are used
as the global score. However, by applying Fisher’s transformation technique,
the global score is higher than normal averaging. This is desirable for intra
comparison since a higher global score is obtained compared to averaging the
correlation values.

5.4 Experimental Comparison of Different Averging Methods

To evaluate the effect of the global consolidation techniques and averaging
methods, experiments are conducted on the dataset FCV 2002 DB1. Table 3
shows the performance of the proposed partial fingerprint matching using LSS
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Table 3 Comparison of the performance of the partial fingerprint matching by applying dif-
ferent global similarity consolidation and averaging techniques on the dataset FVC 2002 DB1
in terms of the metrics EER(%)

Global Averaging Method
Consolidation
Technique

A.M.
(Fisher) A.M.

H.M.
(Fisher) H.M.

G.M.
(Fisher) G.M.

LSS, n = 100% 2.6650 2.8150 3.0703 3.0714 2.8429 2.8531
LSS, n = 90% 2.7871 2.8531 3.0702 3.0714 2.8803 2.8834
LSS, n = 80% 2.8632 2.9292 3.0191 3.0232 2.9366 2.9572
LSS-R 2.8334 2.9196 3.1519 3.1683 2.9689 2.9779

and LSS-R global consolidation techniques and using arithmetic, harmonic,
and geometric mean (also combined with Fisher transformation) to obtain the
final similarity of the two fingerprints. The arithmetic mean is less affected
by extreme values than the harmonic mean with the geometric mean least
affected.

As indicated in Table 3, both of the global consolidation technique and
averaging methods are important and affect the final result of recognition
accuracy. The best result is obtained when all the local similarities are taken
into account to compute the final similarity value (LSS, n = 100%). Likewise,
by using lesser number of local similarities (LSS, n = 90% and LSS, n = 80%)
the equal error rate (EER) increases. As stated in Section 5.3, applying Fisher
transformation on NCC values could lead to reducing the bias in averaging.
Regarding the outliers in local similarities, it is worth mentioning that by
applying quality measurement techniques they are already ignored and the
highly distorted regions do not participate in the final similarity score.

6 Evaluation of Matching Process

The block diagram of the overall region based fingerprint matching approach
is presented in Figure 11. This diagram explains the use of ranking and
quality of regions for aligning the fingerprints and the method of finding the
corresponding matching regions between the fingerprints. Also, illustrates the
process of computing similarity between fingerprints by applying Fisher trans-
form, Local Similarity Sort and averaging methods. Based on the similarity
value of fingerprints, a decision is made for matching.

Experiments for evaluating the proposed approach are conducted on
public datasets FVC 2002 DB1 and FVC 2006 DB2 [12]. Table 4 shows
the description of the datasets. As discussed in [12], to collect the dataset



144 O. Zanganeh et al.

Figure 11 Final block diagram of the proposed partial fingerprint matching method.

FVC 2002 DB1, the participants who volunteered to provide their finger-
prints, were asked to intentionally change the orientation of their finger
on the scanner when scanning different impressions (to make the different
impressions vary rotationally). No effort was made to control the image
quality, the sensor plates were not systematically cleaned and high quality
images were removed from the dataset. Due to rotation and displacement
of the finger when scanning, there is often only a partial overlap between
different impressions of the same finger and hence, the images in the data set
include low quality and partial fingerprints as well. FVC 2002 DB1 dataset
was obtained by using an older sensor compared to FVC 2004 and FVC 2006
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Table 4 Properties of datasets FVC 2002 DB1 and FVC 2006 DB2 used for evaluation
Dataset FVC 2002 DB1 FVC 2006 DB2
Sensor Type Optical Sensor Optical Sensor
Image Size 388 × 374 400 × 560
Resolution 500 dpi 569 dpi
Number of fingers 100 140
Number of impressions per finger 8 12
Total number of fingerprints 100 × 8 140 × 12

datasets. Due to the older technology, the quality of the images are low in this
dataset. This data set is tediously used by researchers which makes comparing
the results easier. Also it saves the effort of implementing others’ works for
comparison purposes.

Considering the number of impressions per finger, there are 2800 and 9240
intra comparisons for FVC 2002 DB1 and FVC 2006 DB2 datasets respec-
tively. Since the number of inter comparisons is relatively large (compared
to intra-comparison), only the first impression of each finger is compared
with the first impression of other fingers. Thus, there are 4950 and 9730 inter
comparisons for FVC 2002 DB1 and FVC 2006 DB2 datasets. The partial
fingerprint datasets are generated from both datasets by only considering
certain percentage of the fingerprint foreground area (Section 7).Therefore, the
same number of inter and intra comparisons as original datasets are considered.
The accuracy of the proposed method is computed as:

Accuracy =
CA + CR

TG + TI
× 100 (16)

where CA is the number of genuine comparisons that are correctly accepted,
CR is the number of imposter comparisons that are correctly rejected, TG and
TI are the total number of genuine (intra) and imposter (inter) comparisons
respectively. The error rate is computed as:

Error Rate =
FA + FR

TG + TI
× 100,≡ 100 − Accuracy (17)

where FA and FR refers to the number of falsely accepted and falsely rejected
comparisons.

Table 5 shows the results of matching the fingerprints of dataset
FVC 2002 DB1 and FVC 2006 DB2. The low error rate achieved is due to
using all the available information and processing the local similarities to
consolidate them into a final matching score as discussed.
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Table 5 Recognising all the fingerprints only based on Method 2
FVC 2002 DB1 FVC 2006 DB2

FRR(%) 2.6429 2.5760
FAR(%) 2.6672 2.5535
EER(%) 2.6650 2.5648
Threshold(EER) 0.5450 0.4665

Table 6 provides the comparison of the proposed method with previous
works in terms of EER metric on the FVC 2002 DB1 dataset. Two differ-
ent experiments has been done (i) only those fingerprints of database are
considered which consist of at least one singulairty point (ii) whole dataset
is considered. In first experiment all fingerprints have a singular point and
since the area around the reference points provides more discriminative
information than any other areas. Therefore, the proposed method could
recognise fingerprints with 2.02% EER. However, for second experiment the
proposed alignment method is used which only uses the fingerprint ridges and
extracts common regions independent of reference point. Hence, proposed
method results in EER of 2.665%.

To demonstrate the effectiveness of the proposed region-based method,
the result is compared with the single region-based correlation (conventional
correlation-based approach). It was observed that the averaging method
improved the EER from 7.1% to 2.665% with respect to the conventional

Table 6 Comparison of the proposed method with previous works in terms of EER(%) value
on the dataset FVC 2002 DB1. The methods are roughly categorised into the three major
groups of fingerprint approaches

Category Method EER (%)
Minutiae-Based Kovacs-Vajna, 2000 [13] 4.3

Tico, 2003 [14] 4.0
Chen, 2005 [7] 4.6
Liu, 2005 [15] 4.3
Gao, 2011 [16] 3.5

Non-Minutaie-Based Sha, 2003 [17] 6.23
Yang, 2007 [18] 3.64

Lumini, 2006 [19] 4.2
Qader, 2007 [20] 7.13

Hybrid Benhammadi, 2007 [21] 4.2
Abraham, 2011 [22] 0.75

Single Region-Based Conventional 7.1
Region-Based Fingerprints with 1 singularity point 2.02
Methods Full Dataset 2.665
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single region-based method. This improvement is achieved due to the robust-
ness of the proposed method in handling the non-linear distortion and lowering
the effect of the distorted regions in the fingerprints.

In minutiae-based approaches, the method proposed by Gao et al. results
in best EER that is 3.5. However, the method suffers from missing and
spurious minutiae and also not working on all the available information of
a fingerprint. The lowest EER in non-minutiae category belongs to Yang
et al.’s [23] method. Yang et al.’s method is based on extracting invariant
moments of the fingerprint. This method mainly suffers from two problems.
The first problem is that they only make use of a small region of the
fingerprints (around reference points) while the rest of the information remains
unused. The second problem is that they used 75% of the dataset as training
set, while all the dataset (including the training set) is used to evaluate
their method (as test set). This significantly affects the performance of the
system and leads to a lower EER compared to evaluating the system only
on the test set.

On the other hand, in the proposed approach we conducted a pixel-wise
comparison which is able to make use of level-3 features on the fingerprint
which are not as sensitive as minutiae-based methods to the fingerprint
quality. Hence, the proposed method uses all the available dimensional
attributes of the fingerprint. Additionally, the proposed method is able to take
into account all the possible distinguishing information in the fingerprint,
regardless of the image quality (not dependent on few particular features).
However, the lowest EER among all methods is achieved through using
both minutiae and non-minutiae features of the fingerprint as proposed by
Abraham et al. [22] by extracting the secondary features from minutiae
information. They have used the minutiae points in addition to shape context
and descriptors of the fingerprint. The EER obtained by their method is
very low, though when the fingerprints are partial (Section 7) the accuracy
is decreased.

Regarding the time cost of the proposed method, the matching process of
two fingerprints takes about 1.5 minutes on a computer with 3.1 GHz CPU and
8 GB RAM. This time has a direct relationship with how partial a fingerprint
is. The smaller the available valid regions are, the less time is required for
the matching process. Considering the size of the dataset, the time cost of the
proposed method, and the number of experiments conducted, the comparisons
were done on a High Performance Computing Cluster.
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7 Experimental Result on Partial Fingerprints

In order to measure the effect of size of partial fingerprints, a series of partial
fingerprints with different sizes from FVC 2002 DB1 and FVC 2006 DB1
are generated. The datasets are generated by considering different sizes (as
percentage) of the fingerprint foreground area at random positions as in Jea
and Govindaraju [3] and Vijayaprasad [24]. The region sizes considered are
20%, 30%, 40%, 50%, 60%, 70% and 80% of the foreground area of the
fingerprint. These conditions are set to simulate where a partial fingerprint is
provided.

For the dataset FVC 2002 DB1 and FVC 2006 DB2, when only a partial
size of both registered and query fingerprints’ foreground is considered, the
result of the proposed method is compared with Abraham et al.’s method.
The source code of their method is available at MathWork.com [25]. The
performance of the proposed method is measured in terms of EER and number
of cases processed by each method.

For the dataset FVC 2002 DB1, Table 7 shows that if less than 50% of
the fingerprint foreground area is considered, the proposed method performs
better than Abraham et al.’s method. The EER of the proposed method is
lower than Abraham et al.’s method in almost all the cases when part of the
fingerprint area is considered. Since there might be a small fingerprint area left
after considering only a portion of the foreground area (the original fingerprint
might be partial), some fingerprints provide limited information to be used by
the matching method. Therefore, the number of cases that could be recognised
is less than the total number of comparisons in the dataset. The number of cases
that could be processed by the proposed method and Abraham et al.’s method
are shown in Table 8. The number of cases that are processed by the proposed
method is higher or the same as in Abraham et al. method.

Table 7 Comparison of the performance of the partial fingerprint matching with different
sizes at random position on dataset FVC 2002 DB1 in terms of EER

(%) EER (%)
Image Size Abraham [22] Proposed Method
80 3.2643 2.8546
70 3.5076 3.2150
60 3.4203 3.7653
50 5.4147 4.5014
40 5.8945 5.7217
30 8.3258 7.2311
20 14.6893 12.4027
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Table 8 Sensitivity analysis of the partial fingerprint matching methods w.r.t. the image size
in terms of the percentage of the cases that each method was able to proceed when only partial
size of the fingerprint foreground area was considered

(%) Percentage of the Cases Processed. Total(Intra,Inter)

Image size Abraham [22] Proposed Method
80 7749(2799,4950) � 100% 7746(2797,4949) � 100%
70 7750(2800,4950) � 100% 7746(2798,4948) � 100%
60 5254(1432,3822) � 68% 7732(2784,4948) � 100%
50 4145(1068,3077) � 53% 7692(2745,4947) � 99%
40 3181(784,2397) � 41% 7666(2717,4949) � 99%
30 1105(245,860) � 14% 7382(2478,4904) � 95%
20 314(61,253) � 4% 4255(1405,2850) � 55%

As represented in Table 9, the EER of Abraham et al.’s method is
very high for FVC 2006 DB2 dataset when fingerprints are of partial size.
The reasons for the high error rate of their method is that the parameters
are tuned for the FVC 2002 DB1 dataset without changing the parame-
ters for a different dataset their method produces a very high error rate.
In addition, as the sensitivity analysis shows (Table 10), the number of
cases processed in both methods is higher than the dataset FVC 2002 DB1.

Table 9 Comparison of the performance of the partial fingerprint matching with different
sizes at random positions on dataset FVC 2006 DB1 in terms of EER

(%) EER (%)
Image Size Abraham [22] Proposed Method
100 11.0921 2.56
80 41.0636 3.3150
60 37.3257 3.6271
40 31.5654 4.3497
20 21.63 5.1945

Table 10 Sensitivity analysis of the partial fingerprint matching methods w.r.t. of the image
size in terms of the percentage of the cases that each method was able to processed when only
a partial size of the fingerprint foreground area was considered. (FVC 2006 DB2)

(%) Percentage of the Cases Processed. Total(Intra,Inter)

Image Size Abraham [22] Proposed Method
80 18970(9240,9730) � 100% 18884(9224,9660) � 100%
60 18970(9240,9730) � 100% 18885(9220,9665) � 100%
40 18634(9078,9556) � 98% 18578(9155,9423) � 98%
20 12023(5817,6216) � 63% 11103(6155,4948) � 58%
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This is due to the higher resolution and image size in FVC 2006 DB1 dataset.
Also, both methods can cover almost 98% of the comparisons in this dataset
due to the large fingerprint size and high resolution when 40% or more of the
foreground area is considered.

To recapitulate, the proposed fingerprint recognition method performs
better than other related works in the literature, particularly, when fingerprints
are partial.

8 Conclusion

Alignment is one the most important phases in fingerprint matching. However,
aligning the fingerprints specially the partial fingerprints is very difficult by
using the existing alignment techniques. A region-based alignment method is
proposed that can align fingerprints with or without using the singularities in
fingerprints. Moreover, for region-based matching, the accurate alignment is
very crucial, therefore ranking and quality of the regions is also used. The
information obtained through alignment, is used not only to recognise fin-
gerprints but also to identify their common regions. Recognising fingerprints
with a high degree of confidence at this level not only reduces the complexity
of matching but also results in high recognition accuracy.

For complete matching process, the common regions are extracted by using
the location of regions resulting in highest ranking as the offset point. In order
to measure the final similarity in such a way that it better distinguishes the intra
and inter cases (considering high intra variation and inter similarity in some
cases), different techniques are investigated. Global consolidation techniques
are applied to ensure selecting the most appropriate local similarities according
to the quality, adjacent regions and global structure of the fingerprints. Also,
the arithmetic mean of the local similarity is used for computing a global
similarity value between the fingerprints.

The experiments are conducted on FVC datasets and compared with other
existing methods.The results show that the proposed method performs better in
most of the cases when compared with other methods. To sum up, the proposed
method which directly uses the fingerprint texture information, provides a
simple but effective method to recognise fingerprints. Using other fingerprint
features with the proposed approach can improve the accuracy of recognition
even more. This approach is applicable to partial and low quality fingerprints
as well where most of the existing fingerprint matching techniques do not
perform well.
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