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Network topology awareness (NTA) is a fundamental issue in the context of computer networks: the lack 

of control over the topology can negatively impact performance, security, resilience, and so on. However, 

in Mobile Ad-hoc NETworks (MANETs), NTA is difficult to achieve because of their dynamicity. Differ-

ent reactive protocols for MANETs, in which routes are established only when needed, provide different 

NTA to each host, depending on their algorithmic features. NACK-based AODV (N-AODV) is a variant 

of the well-known Ad-hoc On-demand Distance Vector (AODV) reactive protocol for MANETs which we 

proposed with the aim of improving the NTA of the original protocol. In this paper, an experiment aimed 

at comparing N-AODV to AODV is reported; it moves from an exploratory case study we conducted pre-

liminarily. The results obtained show that a MANET adopting N-AODV exploits higher NTA than a 

MANET adopting AODV. Moreover, the improved awareness positively impacts effectiveness. 

Key words: MANETs, network topology awareness, N-AODV, Abstract State Ma-

chines, empirical studies  

 

1 Introduction  

Network topology awareness (NTA) is a fundamental issue in the context of computer networks. Op-

timizing the resource allocation, minimizing the traffic overhead, reconfiguring the system after fail-

ures are only a few examples of how networks can benefit from an increased NTA. Conversely, the 

lack of control over the current topology can negatively impact performance, security, resilience, and 

so on. Much research in recent years has focused on improving NTA in several domains, e.g. peer-to-

peer networks [39], Cloud systems [17] and high-performance clusters [23]. However, few studies 

have addressed this issue in the specific Mobile Ad-hoc NETwork (MANET) context, e.g. [40] and 

[42]. The present paper is focused on experimentally evaluating the improvement of NTA in MANETs 

adopting a routing protocol we recently proposed. 

A MANET is a collection of nomadic hosts which communicate in a wireless fashion without the 

need of a fixed physical infrastructure: communication sessions between initiator and destination pairs 

are established and maintained by the cooperation of the hosts in the network [2]. The use of these 

networks spans in a wide range of application domains: rescue operations in case of disasters, vehicu-

lar services, data tracking of environmental conditions, and so on. MANET hosts are intended as au-

tonomous agents, that is they can arrange themselves without conforming to a predefined topology. 

Moreover, during their lifetime, they can enter or leave the network at will and continuously change 



 

 

32      CoreASM-based Evaluation of the N-AODV Protocol for MANETs 

 

their relative position, so routes connecting hosts can rapidly change. In such a context, NTA encom-

passes the knowledge each host has about the existence of other hosts and their reachability through a 

route, which can traverse several intermediate hosts.  

The main difference between MANETs and networks with infrastructure is that the latter can rely 

on centralized administrations, infrequent resizes of the population and rare topology changes. Instead, 

in MANETs each node has only a local view of the topology, which is limited to its neighborhood, and 

reaching a correct and at the same time persistent global view of the entire system is difficult due to 

dynamicity. Therefore, NTA is generally lower in MANETs than in networks having an infrastructure. 

Despite this, several MANET applications require NTA to be as high as possible: leader election algo-

rithms, in which all hosts must agree upon the current leader, e.g. [45]; protection against attacks from 

malicious hosts, that should be identified [22]; high-mobility scenarios, e.g. Vehicular Ad-hoc NET-

works (VANETs) [1], in which the topology changes very quickly, so information should be as up-to-

date as possible; and so on. 

The MANET community proposes several routing protocols to properly manage the lack of a fixed 

infrastructure and different protocols, depending on their algorithmic features, provide hosts with dif-

ferent NTA. In proactive protocols, such as Destination-Sequenced Distance-Vector (DSDV) [35], 

routes to all hosts in the network are discovered in advance and this information is constantly updated. 

Therefore, the NTA of each host is rather high, even if the required traffic overhead strongly impacts 

the overall performance. Conversely, in reactive protocols, such as Ad-hoc On-demand Distance Vec-

tor (AODV) [34], routing activities are performed only on-demand and this information is updated on-

ly when needed. When these protocols are used, the NTA of each host is variable and strictly depends 

on the information the adopted protocol produces. This information depends in turn on the content of 

the control packets the protocol disseminates through the network. In fact, every time a host receives a 

control packet, both directed to it or to be forwarded to another recipient, it updates its knowledge 

about the current topology on the basis of the content of the received packet.  

Taking into account these considerations, we proposed a variant of AODV aimed at providing 

hosts with higher NTA. We called the variant NACK-based AODV (N-AODV) because the improve-

ment of NTA is obtained through the introduction of a new unicast packet: a Not-ACKnowledgement 

(NACK) packet. In [6] we formally specified the protocol by means of an Abstract State Machine 

(ASM)-based model [19] and we proved its correctness. Moreover, in [8] we reported an exploratory 

case study aimed at comparing N-AODV to AODV with respect to effectiveness, efficiency and NTA. 

Since the empirical study and the measurement of NTA is a novelty in this research field, the explora-

tory case study was motivated by the need to clearly specify the design of the experiment here con-

ducted. The provisional findings of [8] showed that N-AODV indeed improves the effectiveness and 

the NTA of the original protocol. However, we recognized that the results obtained could be affected 

by general threats to validity [47] and specific “pitfalls” of MANET simulation studies [26], [3].  

The present paper reports an experiment aimed at increasing the confidence in the results obtained 

from the exploratory case study and improving its validity. As in our previous work, the experiment 

here reported has been executed within a simulation environment. However, the present study varies 

several issues with respect to [8], mainly concerning the environment in which the experiment is run 

and the set of dependent variables under investigation. With respect to the experimental environment, 

we have used the ASM-based development tool CoreASM [15] for implementing the simulator, in-
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stead of C++. Moreover, we have altered some features of the simulation to address some threats to 

validity which our previous study suffered. Thirdly, we have considered different MANET scenarios. 

Concerning the variables, we have analyzed one more metric to measure NTA in order to investigate 

this issue also from the point of view of the freshness of the information known by each host. 

The rest of this paper is organized as follows. Section 2 is about related work. Section 3 describes 

both AODV and the variant we proposed. Section 4 deals with the experimental comparison of the two 

protocols, which is then discussed in Section 5. Finally, Section 6 concludes the paper. 

2 Related Work 

Many studies have been devoted to the improvement of NTA. The need to address this issue has main-

ly arisen in three domains: peer-to-peer networks, Cloud systems, and cluster and Grid systems. In 

peer-to-peer networks, peers randomly join and leave the network at will: this causes topology mis-

matches between the logical overlay network and the underlying physical topology [29]. Typically, 

overlay networks are not aware of the underlying physical behavior, so redundant traffic, load imbal-

ance and extra delay in message delivery can occur [39], [27], [32]. This issue is also crucial in Cloud 

systems: the assignment of resources to users is typically unaware of the underlying network layout, so 

the network usage is often penalized [17]. Analogously, in cluster and Grid systems, the resource man-

ager of the applications deployed for these networks is usually independent of the network topology. 

This causes an inefficient use of the resources, which in turn causes substantial performance degrada-

tion [23]. However, implementing the solutions above in MANETs is not feasible, due to the many 

fundamental differences that distinguish them. In fact, in contrast to networks having an infrastructure, 

MANETs suffers from: bandwidth limitation, due to the use of wireless channels; frequent topology 

changes, due to mobility; limited energy, due to the nature of the physical devices that they are usually 

composed of. 

To the best of our knowledge, few works have addressed NTA in the specific MANET domain. 

For example, because of the similarities existing between P2P overlay networks and MANETs, such as 

self-organization and the equal nature of nodes, [10] and [42] propose an approach based on the con-

struction of an overlay network over the physical topology. In contrast to these solutions, N-AODV 

does not add a new layer on the physical one, but modifies the existing route discovery mechanism. In 

[49] the knowledge about the topology (link stability awareness in the paper) is improved by injecting 

redundant packets into the network. Conversely, N-AODV does not rely on the redundancy of existing 

packets, but make use of a new control packet.  

In [40] a mobile multi-agent based framework is developed to make each node aware about the 

position of the other nodes. Mobile agents asynchronously collect topology information, such as the 

node velocity and the node location, through GPS; then distribute them to all the other nodes. This lo-

cal awareness gives each node a proactively refreshed perception of the network topology. By contrast, 

our approach reactively produces information only when needed. Moreover, in order to accomplish 

this, GPS support is not required. Finally, in [38] the authors propose the so-called PRioritized EPi-

demic (PREP) routing. Each node executes a neighboring discovery algorithm to create and maintain a 

set of bi-directional links with neighbors. When a node notices a change of its neighborhood set, this 

information is spread through the network in an epidemic fashion. The awareness of the topology then 

serves to assign priorities to the exchanged messages in order to increase performance. Also in this 
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case, the main difference between PREP and N-AODV is that the former adopts a proactive approach 

to exchange topological information, whereas the latter does not alter the reactive nature of the original 

AODV protocol. 

In its original definition, AODV is one of the most widely used routing protocols for MANETs. 

Indeed, it is one of the protocols currently standardized as RFC (Request For Comments) by the IETF 

MANET working group [34]. Since its appearance, much study has focused on improving the protocol 

with respect to several issues. Some variants have been proposed in order to reduce communication 

failures due to topology changes. Both Reverse-AODV (R-AODV) [24] and Modified-AODV (M-

AODV) [41] overcome this problem by building all possible routes between initiator and destination. 

Other variants deal with energy consumption; for example Modified Reverse-AODV (MR-AODV) 

[25] selects the best routes on the basis of the energy of the hosts; whereas, Optimized-AODV (O-

AODV) [4] prevents hosts from forwarding packets if their remaining energy is under a certain thresh-

old. Finally, several improvements of AODV concern security issues; they deal with: the use of cryp-

tography for securing data packets during their transmission, e.g. Secure-AODV (S-AODV) [51], or 

the adoption of the so-called trust-methods, in which nodes are taken into account during communica-

tions only if they are considered trusted, e.g. Trusted-AODV (T-AODV) [50]. Differently from the 

variants above, our proposal has been conceived with the purpose of improving the NTA of the origi-

nal protocol. 

The present paper specifically deals with the experimental comparison between AODV and N-

AODV. Typically, in order to evaluate protocol performance and compare different solutions, the prin-

cipal way adopted in the MANET community is the use of tools simulating the network behavior. Sev-

eral tools are available and widely adopted, for example Network Simulator ns-3 [30] and its variants, 

like Monarch [28] and OLSR [31]. Other studies (for example [13], [14] and [48]) are conducted using 

tools developed ad-hoc. In this paper, we followed the latter approach using the Abstract State Ma-

chine-based [19] development tool CoreASM [15] for implementing the simulator we have used. Con-

trary to traditional simulators, several formalisms have been successfully applied for simulating the 

MANET behavior, for example process calculi [43] and Petri nets [5]. In this work, we chose 

CoreASM mainly for two reasons. Firstly, the translation of the ASM-based specification of N-AODV 

we provided in [6] into a CoreASM-based executable model has represented a natural prosecution of 

our work. Secondly, as we have shown in [7], the ASM framework provides a versatile formalism for 

capturing the simultaneous execution of the hosts in a MANET and their own computation. Moreover, 

it is worth noting that ASMs are Turing-equivalent [19], so our CoreASM-based simulator can be con-

sidered equivalent, in terms of expressiveness, to the simulation environments traditionally adopted in 

the literature. To our best knowledge, this is the first time an executable ASM-based model has been 

used for automatically simulating MANET hosts. 

Analogously to other empirical studies on MANETs, e.g. [46] and [20], our simulator requires 

usual parameters as input: the network size, which allows us to consider different MANET popula-

tions; the node mobility, capturing the speed at which nodes change their position; and the number of 

runs, which expresses the communication attempts between couples of nodes. Another simulation is-

sue is related to the adoption of a mobility model in order to express the movement of the network. 

According to [16], we adopt a mobility model that abstracts the physical behavior of the nodes and 

represents the position of each node by its relative position with respect to its neighbors. Concerning 
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the output produced by the simulator, we take into account usual metrics for measuring the effective-

ness and the efficiency of both protocols. As well as, for example, in [36] and [37], we consider the 

rate of success of the protocol executions and the overhead due to the dissemination of control packets 

through the network, respectively. Instead, since NTA has not been experimentally investigated in the 

MANET literature before, we propose some metrics for measuring this issue tailored to our purposes. 

The experimental simulation has been conducted in accordance with the general framework for 

empirical studies described for example in [47]. More precisely, the experimental design, the statistical 

analysis of the outcome and its interpretation are reported in the rest of the present paper in order to 

ensure the repeatability of the experiment and its statistical soundness. Finally, it is worth noting that 

the framework provided in [47] also discusses general threats to the validity of the experimental find-

ings. [26] and [3], instead, consider more specific threats in the domain of MANET studies. Both is-

sues are taken into account in this paper. 

3 The Protocols 

3.1  Ad-Hoc On-demand Distance Vector 

Ad-hoc On-demand Distance Vector (AODV) [34] is a reactive protocol: routes are built only on-

demand. The protocol combines two mechanisms, namely route discovery and route maintenance, in 

order to maintain knowledge of routes stored into routing tables. The routing table associated with 

each node lists all the discovered (still valid) routes towards other nodes in the network and infor-

mation on them. In particular, an entry of the routing table of the host i concerning a node j includes: 

the address of j; the last known sequence number of j; the hop count field expressing the distance be-

tween i and j; and the next hop field identifying the next node in the route to reach j. Note that the se-

quence number is a monotonically increasing number maintained by each node: it helps other nodes to 

express the freshness of the information about the nodes for which entries are maintained. 

When an initiator node wants to start a communication session to a destination node, it first checks 

if destination is in its neighborhood (so that it is directly reachable), or a route to destination is current-

ly stored in its routing table. If so, the protocol ends and the communication session simply starts. Oth-

erwise, initiator starts route discovery, in order to discover the desired route, by broadcasting route re-

quest (RREQ) packets to all its neighbors. Among the others, an RREQ packet includes: initiator ad-

dress and broadcast id; destination address; destination sequence number, which expresses the latest 

available information about destination; and hop count, initially set to 0, and increased by each inter-

mediate node. Note that the pair initiator address and broadcast id uniquely identifies the packet; in 

this way, duplications of RREQs that nodes have handled before can be ignored. 

When an intermediate node n receives an RREQ, it updates the routing table entry for initiator, 

concerning both the sequence number of initiator and its next hop field; if an entry for initiator does 

not exist, it is created. Then the process is reiterated. More precisely, n checks if destination is one of 

its neighbors, or if it knows a route to destination with corresponding sequence number greater than or 

equal to the one contained into the RREQ (this means that its knowledge about the route is more re-

cent). In both cases, n unicasts a route reply (RREP) packet back to initiator. Otherwise, n updates the 

hop count field and rebroadcasts the RREQ to all its neighbors. An RREP packet contains: initiator 

and destination address; destination sequence number and hop count. The process successfully ends 
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when a route to destination is found. While the RREP travels towards initiator, routes are set up inside 

the routing tables of the traversed hosts by creating an entry for destination when needed. Once initia-

tor receives the RREP, the communication session can start. 

Conversely, the route discovery mechanism fails when: no RREQ reaches a node which is in the 

destination neighborhood; or no RREQ reaches a node whose routing table contains a route to destina-

tion; or a previously set timeout expires while initiator is waiting for RREPs. The first two cases de-

pend on the non-reachability of destination; instead, the last case can be due to either the isolation of 

the destination, or too long distances, or changes in the topology during the packet transmission. 

In the event that a link breakage occurs, for example because a previous neighboring node is no 

longer in the neighborhood, the protocol executes route maintenance. A node n, involved in a broken 

link with a node m, firstly removes from its routing table all the entries concerning the destinations 

reachable through m. Then, n unicasts a route error (RERR) packet towards initiator to notify the error, 

so that routes are invalidated. After receiving the RERR, if initiator still requires a route to the un-

reachable destination, it has to reinitiate the route discovery mechanism.  

3.2  NACK-based AODV 

AODV is a distance vector protocol, so it does not give nodes a complete view about the topology: 

each node directly knows only its neighbors and, for non-neighboring nodes, it only knows the next 

hop to reach them. This knowledge results in a low network topology awareness: we conceived N-

AODV with the aim of improving this issue.    

In AODV, when an intermediate node n receives an instance of an RREQ and does not know a 

proper route to reach the desired destination, it simply rebroadcasts the RREQ to all its neighbors. In-

stead, in N-AODV, in addition to rebroadcasting the RREQ, n unicasts a NACK (Not ACKnowledge-

ment) packet back to initiator. The NACK is so used to inform all nodes between n and initiator that, 

roughly speaking, n “does not know anything” about destination. Each NACK packet includes the ad-

dresses and the sequence numbers of n and initiator and the distance, expressed in hops, between them. 

Note that, albeit a NACK packet expresses ignorance about a desired destination, it provides infor-

mation gain: it contains information about the node sending it which is spread through the network.  

It is worth remarking that our modification only affects route discovery; therefore, for what con-

cerns route maintenance, N-AODV behaves exactly as AODV. 

Let us illustrate how the protocol works in a typical scenario. Assume we have the scenario in Fig. 

1 in which the MANET has just been initialized (i.e., routing tables are empty): an initiator node I 

wants to start a communication session to a destination node D. There are several intermediate nodes: 

H1, …, H5. Black lines represent physical connection links. Black arrows represent the dissemination 

of control packets through the network. In order to discover a route to reach D, RREQ packets are dis-

seminated across the network starting from I (Fig. 1-a). Thanks to the route discovery mechanism, H3, 

H4 and H5 become aware about the existence of I, because they receive an RREQ produced by I; in-

stead, H1 and H2 do not need this information, because I is in their neighborhood. Since H5 is directly 

connected to D, it can reply the received request by unicasting an RREP packet back to I (Fig. 1-b). 

Note that, in order to reach I, the RREP must travel across H3 and H1. In this way, in AODV, I is 

aware about: H1 and H2, because they are in its neighborhood, and D, because information about it is 
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contained into the received RREP. Moreover, because of the forwarding activities needed to realize 

unicasting, also H1 and H3 are aware about D. Instead, in N-AODV, all hosts reached by an RREQ, but 

not able to reply it, unicast a NACK packet back to I (Fig. 1-c). More precisely, H1, H2, H3 and H4 

unicast a NACK to I. In this way, in addition with respect to AODV, I is aware about H3, which is an 

intermediate node in the route to reach D, and about H4, which is a node reached by an RREQ but not 

involved in the route to reach D. Moreover, because of the NACKs forwarding, H1 is aware about H4. 

Therefore, during route discovery, in AODV routing tables are updated every time a node receives 

an RREQ or an RREP. Instead, in N-AODV, routing tables are updated every time a node receives an 

RREQ, an RREP or a NACK. In particular, the usage of NACKs provides information gain under 

three points of view. Firstly, when a route to destination is found, initiator is aware not only about the 

next hop in the route to reach destination, but also about all the intermediate hosts lying in that route 

(excluded the originator of the received RREP). Note that, even if the route discovery fails, initiator is 

aware about all hosts reached by an RREQ until the timeout expiration. Secondly, initiator is also 

aware about all hosts reached by an RREQ but not involved in a route to reach destination. Finally, be-

cause of the forwarding activities due to NACKs unicasting, all hosts in the reverse route to reach ini-

tiator are aware about the senders of the various NACKs. 

In accordance with the description above we expect that N-AODV improves NTA thanks to the 

addition of the NACK control packet. Therefore, we also expect an increased traffic overhead. In order 

to evaluate these issues, the empirical approach has been used. 
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Figure 1. Control packets delivered in AODV and N-AODV. 
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4 Experiment 

In order to compare N-AODV to AODV with respect to NTA, an experiment has been conducted 

through simulations. Analogously to the exploratory case study [8], the research questions posed for 

the experiment are: 

1. Which protocol provides nodes with higher NTA? 

2. Which protocol exploits better effectiveness? 

3. Which protocol is more efficient? 

Both protocols have been simulated in different scenarios and some metrics have been collected 

with the aim of answering the questions above. 

4.1  The Simulation Environment in CoreASM 

In the exploratory case study we were only interested in each single communication attempt between 

couples of nodes, so we developed an ad-hoc C++ simulator. Instead, in the present work, we are in-

terested into studying multiple communication attempts executed in parallel. Taking advantage of the 

intrinsic parallelism of the ASM execution, CoreASM makes the implementation of the MANET com-

putation easier. 

CoreASM [15] is a development tool for both the design and the experimental validation of ASM 

models, which supports the execution of their formal specification. Briefly speaking, ASMs are finite 

sets of so-called rules of the form if condition then updates which transform the computational states 

of the machine [19]. An ASM state is an algebraic structure, i.e. a domain of objects with functions 

and relations defined on them. On the other hand, in a rule, condition is a first-order formula whose 

interpretation can be true or false; whereas, updates is a finite set of assignments whose execution con-

sists in changing in parallel the value of the specified functions and relations to the indicated value. An 

ASM computational step is a transition from one state to another: in the current state, all conditions are 

checked, so that all updates in rules whose condition evaluate to true are simultaneously executed, and 

the result is a transition of the machine from that state to another. Several ASMs can then be composed 

in a so-called Distributed ASM to capture concurrent computations [9]. Each ASM allows us to model 

the behavior a single node executing the protocol; whereas, the entire DASM is able to represent the 

overall behavior of the network. 

Traditional simulators are effective, mainly for evaluating performance and comparing different 

solutions, but they are not able to formally model MANETs. In other words, these tools are just simu-

lators: they implement the network at a low abstraction level, but they cannot support specifications at 

a higher level. Therefore, studying typical problems of mobile systems (e.g., concurrency, synchroni-

zation, starvation, etc.) is hard. Conversely, the theoretical foundation of ASMs allows for the repre-

sentation of systems at high levels of abstraction, so providing general investigations about properties 

of interest. In fact, ASMs allowed us to formally prove the correctness of N-AODV in [6].  

MANET hosts are characterized by several physical features: the amplitude of transmission rang-

es, the direction and the speed of movement, and so on. Therefore, a realistic MANET model should 

include some hosts moving quickly, other hosts moving slowly, or stopping; the direction and the 

speed of movement can be constant for a period of time, then they can change; some hosts can have 
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higher transmission range than others; and so on. However, simulating all aspects of a MANET is very 

difficult and sometimes impossible. According to [11], “every system model is tailored depending on 

the goal of the simulation project”. For the goal of our study, we adopted a mobility model that sub-

sumes the physical behavior of the hosts, so that the direction and the speed of movement, as well as 

transmission ranges, are abstractly represented within the mobility model. In fact, we can assume that 

the topology of the network is implicitly defined by the connections among hosts, i.e. by the current 

position of each node together with the amplitude of its transmission range. Therefore, for the purposes 

of the simulation, for each host we take into account only its current neighborhood. The MANET to-

pology is so represented by an N × N symmetric connectivity matrix C such that: 

 

where 1 ≤ i, j ≤ N, with N indicating the network size. The hosts’ mobility is then simulated through 

the random re-definitions of the values of the ci, j elements. As a result, the transmission ranges of the 

hosts are not static, but are dynamically redefined every time C changes, and they are considered 

symmetric, i.e. if node n can directly communicate to node m, then m can directly communicate to n. 

Thanks to this approach, the direction and the speed of movement become irrelevant for the purposes 

of the simulation, because implicitly modeled as evolution of the C matrix, representing the transitions 

from one set of neighbors to another for each host. Moreover, this approach makes unnecessary a pre-

cise definition of the hosts’ transmission ranges, because implicitly defined by the concept of neigh-

borhood. For the purposes of our research, the dynamic and symmetric characteristics of transmission 

ranges, albeit not completely realistic, are not a pitfall, as discussed later in the paper. Our approach is 

very similar to that followed in [16], in which the authors show that this mobility model is able to cov-

er the main aspects of traditional mobility models, such as random walk and random way point. 

Typically, MANET empirical studies, e.g. [36] and [18], take into account several communication 

attempts executed in different scenarios. In the present study a scenario is defined by the pair <network 

size, node mobility>. The values considered for network size are 10, 25 and 50 hosts. The choice of 

these values is confirmed by looking at several well-known empirical studies on MANETs, e.g. [46], 

[20] and [44]. On the other hand, according to the literature (e.g., [13] and [36]), the values considered 

for node mobility are distinguished in high and low. This parameter expresses the probability to change 

an element of the connectivity matrix so that a new physical link is established or a pre-existing physi-

cal link is broken. In order to precisely define the values for high and low, a number of preliminary tri-

als were executed before the study. Thanks to these trials we could establish that the high value is 3/20, 

i.e. the probability to change an element in the C matrix from a 0 to a 1 or vice versa is 3/20. Analo-

gously, the low value is 1/20. Moreover, note that the initial setting of the connectivity matrix is ran-

dom. In the exploratory case study, the same mobility model was adopted. However, we used the ex-

pression host connectivity, instead of node mobility, to emphasize the representation of movement as 

randomized evolution of the connectivity matrix. Actually, they express the same concept. Further-

more, note that the values chosen for this parameter are different. In fact, the choice of these values 

depends on the inherent characteristics of the adopted simulator, so we could not use the values we 

chose in the exploratory case study.  

We executed 500 runs of the simulator over the six different scenarios above for each protocol. 

Each run corresponds to a new communication intention by an initiator node, that is in each run an ini-
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tiator-destination pair is randomly chosen. A run is successful when: the destination is found in the 

neighborhood of initiator; or a route to destination is recorded into the initiator’s routing table; or a 

route to destination is discovered by the route discovery mechanism. Otherwise, a run fails when: the 

destination cannot be reached, i.e. because of the lack of direct or indirect links from initiator; or when 

the timeout expires. We established the timeout expiration after the execution of 25 ASM computa-

tional steps of the model of initiator. According to [21], thanks to this approach, the times of events are 

completely under the control of the experimenters. Moreover, the approach provides a more realistic 

model: the activity of each host is driven by its own internal behavior, instead of an unrealistic external 

centralized clock. 

Note that in the exploratory case study we took into account scenarios with 10, 20 and 30 hosts 

and, for each scenario, we executed 300 runs. It is also worth noting that the timeout mechanism was 

not implemented in our previous study, so we were not able to take into account the effects of trans-

mission delay. Moreover, the results were obtained by sequential runs, i.e. each run corresponded to a 

single communication attempt involving a couple of nodes, and the topology randomly changed only 

at the end of each run. Instead, in the present experiment, firstly we have introduced the timeout, so 

that the results can be affected by transmission delay. Secondly, multiple runs can be now simultane-

ously executed, i.e. at any one time several communication attempts involving different couples of 

nodes can be in progress. Moreover, the topology is not frozen during the run execution, then changed 

at the end of each run, but can randomly change at any time. 

One more remark concerns the independence of runs. It has been ensured by adopting the follow-

ing simulation strategy: for each protocol, the C matrix is randomly set in the first run of each scenar-

io’s simulation; then, it is randomly re-defined during each simulation execution.  

Finally, note that also the network size is expressed at the beginning of the first run, but it can de-

crease because of the simulated movement: some hosts can go outside the reachability range of the 

overall network, so becoming isolated. This happens when a row in the connectivity matrix represent-

ing a host’s neighborhood only includes 0s. Nevertheless, isolated hosts can re-join the network when 

at least one 0 in their rows becomes a 1 again. 

4.2  Metrics and Research Hypotheses 

In the present work, as well as in our previous study, we compare N-AODV to AODV with respect to 

NTA, effectiveness and efficiency. In order to evaluate NTA, the following metrics have been meas-

ured (in the following N is the network size and |RTi| is the number of the entries in the routing table of 

the i-th host). 

Routing tables size (RTS). For each run, it is the total number of the routing tables entries in all hosts:  

 

Routing tables updates (RTU). For each run, it is the total number of times routing table updating 

activities are executed by all hosts. 

Network awareness lag (NAL). For each run, it expresses the delay in storing up-to-date information 

in the routing table of every host. It is given by: 
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where RT_lagi is the delay in storing up-to-date information in the routing table of the i-th host. It is 

given by: 

 

where Δj is the difference between the actual sequence number of host j and the value of the sequence 

number stored into the j-th entry of the routing table of host i. It is given by: 

.
 

In other words, Δj represents the delay of the awareness about the j-th host; RT_lagi represents the av-

erage delay about all hosts known by the i-th host; NAL represents the average delay of the awareness 

of all hosts about the entire network. 

Broadcast activations (BA). For each run, it counts the total number of times RREQ packets have 

been broadcasted during the possible execution of a route discovery mechanism. 

In order to evaluate effectiveness, we have taken into account the rate of success of each protocol. 

Rate of success (RS). It is the ratio between the total number of times the protocol successfully ends 

and the total number of runs. 

The efficiency of the protocols has been measured by the traffic overhead induced by the control 

packets disseminated through the network in each run; in the following simply control overhead.  

Control overhead (CO). For each run, it is the sum of RREQs and RREPs in the case of AODV. It is 

the sum of RREQs, RREPs and NACKs in the case of N-AODV.  

The choice of the metrics for evaluating effectiveness and efficiency is usual in MANET studies, 

so it does not need further discussion. However, some comments are needed for the NTA metrics. 

Routing tables express the knowledge each node in the MANET has about the existence of a route to 

reach other nodes. When a node n enters the MANET, it does not know anything about other nodes, so 

its routing table is empty. Then, entries are added as a result of the discovery of routes, or removed be-

cause of link breakages. Therefore, the size of the routing table of node n gives account of the number 

of the hosts in the MANET n knows. However, this metric only provides a partial view of NTA, be-

cause it does not consider updates of existing entries in routing tables, due to the discovery of new, up-

to-date routes towards already known nodes. In order to consider this issue, the metric measuring rout-

ing tables updates is also investigated: it gives account of both adding/updating entries. NTA is also 

considered from the point of view of the freshness of the information stored in routing tables. In fact, 

by checking sequence numbers, NAL implicitly measures how the information about the discovered 

routes is up-do-date on the average. Remember that up-to-date information implies a greater chance 

that the already known routes are still valid. The metric gives account of the delay each host has in 

knowing the current network topology, which in turn depends on how the already discovered routes 

are obsolete. It is worth noting that this metric was not taken into account in our previous study. Last-
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ly, one more view on NTA concerns the ignorance a host has about the topology. In order to measure 

this issue, for each run we consider the number of times all hosts need to broadcast RREQ packets. In 

fact, this need arises every time a node ignores a way to reach the destination. 

It is worth remarking that some metrics we considered in the previous study are not taken into ac-

count in the present work. They are the rate of success due to topology, the rate of success due to initi-

ator’s awareness and the rate of success due to route discovery, regarding effectiveness; and the num-

ber of RREQs and RREPs disseminated through the network in each run, regarding efficiency. Indeed, 

they simply represent partial contributions to the rate of success and control overhead, respectively. 

Actually, since the rate of success and the control overhead are sufficient to express the effectiveness 

and the efficiency of the protocols, we here focus only on them. 

Note that only the rate of success is normalized with respect to the total number of runs, because 

aimed at expressing percentages. Instead, the NTA and the efficiency metrics only consider the values 

observed in each run, so normalization is not necessary. In this view, in order to answer research ques-

tions (1) and (3), concerning NTA and efficiency, respectively, we state the following research hy-

potheses for each related metric: 

 H0 (null hypothesis): there is no statistically significant difference for that metric between AODV 

and N-AODV; 

 Ha (alternative hypothesis): there is a statistically significant difference for that metric between 

AODV and N-AODV. 

In order to answer research question (2), the rate of success is not studied with the same approach 

because it is characterized by only one value for each protocol; so, in each scenario, the values for both 

protocols are simply compared. 

In order to collect these metrics, we have implemented an observer agent that supervises the 

MANET computation from an external point of view. This solution makes the data collection easier; 

moreover, it does not impact their values: the computation of the observer agent only makes the simu-

lation slower, but the chronological time is not considered in our study. 

Finally, it is worth noting that data have been collected at the end of each run. However, since 

multiple runs can be executed in parallel, collected data are not necessarily concerned with the com-

munication attempt between the two nodes selected at the beginning of the last executed run. In fact, 

they can concern with previously chosen initiator/destination pairs whose communication attempt was 

still in progress. 

5 Discussion 

5.1  Analysis of the Results 

The results of the experiment are reported in Appendix A. In order to discuss the rate of success, it is 

presented as percentage of successful protocol executions with respect to the total number of runs. In-

stead, in order to test the research hypotheses concerning the NTA and the efficiency metrics, we re-

port the results of the Mann-Whitney test. We have adopted this non-parametric alternative to the t-test 

because the two groups of observations that are to be compared are independent of each other and the 
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normality assumption is not always respected. More precisely, according to [12], the Mann-Whitney 

test is suitable when there are two samples from possibly different populations with the following as-

sumptions: both samples are random samples from their respective populations; in addition to the in-

dependence within each sample, there is mutual independence between the two samples; the measure-

ment scale is at least ordinal. The significance level of the test (p-value) evaluates as usual to 0.05, i.e. 

the test is statistically significant if the p-value is lower than 0.05. Therefore, if the p-value obtained 

executing the test is lower than or equal to 0.05, then H0 is rejected and Ha is accepted, otherwise H0 is 

accepted and Ha is rejected. 

In order to evaluate NTA, we firstly consider the results concerning routing tables. In fact, the en-

try in the routing table of a host i associated with a host j describes the information i has about j: the 

existence of j; its sequence number; the distance in hops; the next hop in the route that the messages 

from i must follow to reach j. Table A.1, concerning the results of the Mann-Whitney test for routing 

tables size, reports that the routing tables of the hosts adopting N-AODV always include more entries 

than the hosts adopting AODV. Moreover, the difference is always statistically significant. Therefore, 

for RTS, Ha is accepted. Table A.2, concerning the results of the Mann-Whitney test for routing tables 

updates, shows that the mean number of times routing tables are updated in N-AODV is always greater 

than in AODV. However, the difference is not statistically significant in two scenarios (<10 hosts, 

High mobility> and <50 hosts, High mobility>). Therefore, for RTU, Ha is accepted, except for these 

scenarios. Table A.3, concerning the results of the Mann-Whitney test for network awareness lag, 

shows that the average delay in storing up-to-date information in routing tables is always lower in N-

AODV then in AODV and the difference is always statistically significant. Therefore, for NAL, Ha is 

accepted. The three issues above mean that, in general, N-AODV allows every host to have more in-

formation about the topology than AODV, that this information is updated more frequently and that is 

more recent, in the sense that it refers to knowledge gained with lower delay. The more efficient use of 

routing tables has effects on the overall behavior of the protocol. In fact, thanks to the greater 

knowledge about the network topology, the need to activate or reiterate the route discovery mechanism 

is lower in N-AODV than in AODV. This is acknowledged by looking at Table A.4, concerning the 

results of the Mann-Whitney test for broadcast activations: the number of times RREQs are broadcast-

ed is always lower in N-AODV and the difference is statistically significant except for the scenario 

<10 hosts, Low mobility>. Therefore, for BA, Ha is accepted except for this scenario. In the light of 

these observations, we can answer the first research question stating that N-AODV provides nodes 

with higher NTA. 

Secondly, NTA positively impacts the effectiveness of the protocol: Table A.5, concerning the rate 

of success, shows that N-AODV has higher rate of success than AODV in all scenarios. We can then 

answer the second research question stating that N-AODV is more effective than AODV. Moreover, 

we can observe that, for both protocols, decreasing the mobility in MANETs with the same network 

size determines an improvement of the rate of success. This is easily explained considering that the 

lower change of the topology (due to the lower value of node mobility) determines an higher probabil-

ity to find the proper route in the routing tables of the involved nodes. 

The better performance exploited by N-AODV are obtained by the addition of the NACK control 

packet. Nevertheless, this determines higher traffic over the network. In fact, Table A.6, concerning 

the results of the Mann-Whitney test for control overhead, shows that the mean number of control 
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packets spread through the network in the case of N-AODV is higher in most scenarios. This is ex-

pected because N-AODV makes use of three control packets instead of the two packets used by 

AODV (RREQs and RREPs). However, the difference between the protocols is not statistically signif-

icant in the scenario <25 hosts, Low mobility>. Moreover, the results are surprising when looking at 

the scenarios with 50 hosts: the mean value for N-AODV is lower than AODV in both cases, even if 

the differences are not statistically significant. Therefore, for CO, Ha is accepted except for three sce-

narios. This means that the use of three control packets instead of two has effects on small networks, 

but in larger networks the behavior of N-AODV with respect to control overhead is not distinguishable 

from the behavior of AODV. In order to better understand this issue, recall the results regarding broad-

cast activations: we can argue that, in the long run, the overhead N-AODV injects in the network is 

counterbalanced by the information carried on by NACKs. In fact, this information results in a lower 

need to activate the route discovery mechanism or to reiterate it. In other words, there is less need to 

send control packets through the network. Therefore, we can answer the third research question stating 

that AODV is more efficient than N-AODV, but when the network size increases the behavior of both 

protocols is statistically equivalent. 

In summary, the results obtained show that N-AODV, thanks to the NACK control packet, really 

improves NTA in MANETs. This improvement, in turn, determines higher effectiveness in find routes 

to the desired destinations. Moreover, in larger networks, it counterbalances the increased network 

overhead, so that the efficiency of N-AODV is not worse than the traditional AODV. 

5.2  Analysis of the Threats 

Wohlin and others in [47] emphasize that empirical studies are usually affected by threats to the validi-

ty of the findings, which can be classified into: conclusion, concerning the features of the experiment 

that can lead to incorrect results; internal, related to factors not controlled by the experimenters which 

can influence the results; construct, dealing with the relationship between the theory driving the exper-

iment and what is observed during it; external, related to the ability to generalize the results obtained. 

In addition to these general threats, we also take into account specific limits of MANET simulation 

studies, recognized as “pitfalls” by several authors (e.g. [26] and [3]). These pitfalls mainly concern: 

the model validation, in fact the simulation must be validated with respect to a real-world implementa-

tion; the precision and abstraction of the simulation, because simulations inherently provide an abstract 

view of the system under study and are imprecise; repeatability, in the sense that details allowing re-

searchers to easily reproduce the reported experiment must be given; statistical validity, i.e. the data 

analysis must be based on mathematical rigor. Note that the presence of threats to validity and pitfalls 

do not mean that the experiment or its findings are not reliable, but only indicate that possible factors 

cannot be properly considered or that generalization is not always permitted.  

With respect to the classification of threats, it is worth noting that our experiment does not present 

threats to the conclusion validity, nor internal validity. In particular, concerning the conclusion validi-

ty, the threats suffered by our previous study [8], i.e. the sequential execution of runs, the freeze of the 

mobility during each run and the absence of the timeout mechanism have been overcome thanks to the 

adoption of ad-hoc approaches inside the simulator. Nevertheless, the present experiment suffers from 

the construct validity. It is threated by the specific values adopted for defining the high/low levels of 

node mobility: they are confounding factors, in the sense that they make impossible to tell if the results 
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obtained strictly depend on the protocols or are influenced by these factors. In other words, a different 

choice of the values for node mobility could produce results with different trends. Finally, the present 

study is affected by threats to the external validity. In fact, the choice of different but limited scenarios 

can impact the generalization of the findings to all possible scenarios. This issue is an intrinsic limit of 

simulation studies in that the cardinality of the set of all possible scenarios is uncountable. However, 

we think that the scenarios we considered are tailored to our purposes. 

Concerning the specific pitfalls of MANET simulation studies, our work suffers from two limits. 

On one hand, the behavior of the simulator is validated with respect to the original specification of 

each protocol ([34] for AODV and [6] for N-AODV), but is not validated with respect to a real world 

implementation. This is simply due to the current status of our research: N-AODV has been recently 

proposed and no real implementations at this moment exist. On the other hand, the precision and ab-

straction of the simulation is affected by a purely randomized strategy: this approach does not allow us 

to consider specific MANET applications, for example patterns of movement, possible presence of ob-

stacles, and so on. Although our simulator is not validated with respect to a real world implementation, 

the findings of our experimental analysis are quantitatively confirmed by several studies reported in 

literature, e.g. [36] regarding effectiveness, [37] regarding control overhead and [33] regarding broad-

cast activations. Analogous considerations can be done for N-AODV and the improvement of NTA but 

only with respect to our previous study [8], because it was the first empirical study aimed at evaluating 

N-AODV. Concerning NTA and effectiveness, the results of the present work are qualitatively con-

firmed by what observed in the preliminary study. Moreover, for what concerns efficiency, also in the 

previous study we noticed that the behavior of N-AODV improves when the network size increases. 

Note that in our study the adoption of symmetric transmission ranges is not a pitfall. In the route 

discovery mechanism the more realistic, asymmetric model causes the following risk. The transmis-

sion range of a node n can be greater than the transmission range of one of its neighbors m. Therefore, 

if n successfully sent an RREQ to m, then the RREP or the NACK packet expected by n can be not re-

ceived back. However, since our purpose is to emphasize the differences between the protocols when 

adding the NACK packet inside the route discovery mechanism, we were not interested into studying 

the effects of packet loss due to this reason. 

6 Conclusion 

Network topology awareness is very important for MANETs; however, it is difficult to achieve. In 

fact, in a MANET, each node can be directly aware only about its neighbors. Instead, for what con-

cerns non-neighboring nodes, it can possibly obtain information indirectly and this information can 

became obsolete, in short time, because of mobility. In contrast to proactive protocols, in which the 

information about the topology is constantly updated, in reactive protocols routes to other hosts are es-

tablished only when required: on one hand, this greatly decreases the traffic overhead; on the other 

hand, this provides nodes with lower NTA. N-AODV is a variant of the well-known AODV reactive 

protocol for MANETs which we proposed with the aim of increasing the NTA of the original protocol. 

The variant is based on the principle that nodes must not necessarily reply a request for a destination 

only when they “know something”, but also when they “ignore something”. This has been accom-

plished by introducing the NACK packet. 
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The proof of correctness of N-AODV has been discussed in [6], so here we have experimentally 

validated its effectiveness. The study has been executed by simulations and in accordance with the best 

practices for empirical studies recommended in [47]. Moreover, since the domain of MANETs in-

cludes specific issues, their common pitfalls ([26], [3]) have also been discussed. The experiment here 

reported is based on an exploratory case study we conducted preliminarily in [8]. Table 1 summarizes 

the features of our two studies. 

Table 1. Features of the two studies. 

Issue Previous study Present study 

Experimental environment C++ based simulator CoreASM based simulator 

Simulation features Sequential runs, topology 

changes only at the end of each 

run, absence of the timeout 

Parallel runs, topology changes 

at any time, presence of the 

timeout 

Parameters Network size: 10, 20 and 30 

hosts; host connectivity: high 

and low; number of runs: 300 

Network size: 10, 25 and 50 

hosts; node mobility: high and 

low; number of runs: 500 

Metrics Routing tables size, routing ta-

bles updates, broadcast activa-

tions; rate of success; control 

overhead 

Routing tables size, routing ta-

bles updates, network aware-

ness lag, broadcast activations; 

rate of success; control over-

head 

Both the exploratory case study and the experiment here reported are a novelty in the research on 

MANETs in that they apply for the first time the empirical approach on the study of NTA. The find-

ings of both studies show that a MANET adopting N-AODV exploits higher NTA than a MANET 

adopting AODV. Moreover, this improvement positively impacts the effectiveness of the original pro-

tocol. In the long run, a MANET adopting N-AODV benefits from an increased NTA because each 

node has a greater chance to already know a route to the desired destination, so it has a lower need to 

initiate or reiterate a route discovery mechanism in order to establish this route.  

This paper also contributes by providing for the first time an executable ASM-based model for 

evaluating the MANETs’ behavior. Abstract State Machines are very suited for representing a 

MANET computation: their expressiveness as well as the intrinsic parallelism of their rules execution 

allows for the implementation of simulation environments at any desired level of abstraction. This ex-

perience, once again, acknowledges the effectiveness of formal approaches to the development and the 

analysis of critical and complex systems, such as MANETs. 

Future work will follow two roads: on one hand, we are interested in improving the confidence of 

the findings by replicating the experiment here conducted. The replications should face the other re-

marked threats to validity and pitfalls. For example, more complex mobility models, including patterns 

of movement, could be taken into account in order to realize simulations related to specific applica-

tions. On the other hand, the reactive protocol N-AODV must be compared to some proactive ones. In 

fact, this class of routing protocols is able to discover periodically all routes, so, ideally, exploiting 
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higher NTA. Nevertheless, we suspect that they inject higher traffic overhead in the network. Precise 

comparisons of performance greatly help practitioners in choosing the most appropriate protocol. 
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Appendix A: Results 

The results of the Mann-Whitney test applied to the metrics concerning network topology awareness 

are reported in Tables A.1 to A.4. As well as Table A.6, that concerns control overhead, they show the 

mean values (columns 2 and 3) and the p-value obtained (column 4); beside each p-value the accepted 

hypothesis is reported. Instead, Table A.5 concerns the rate of success and simply reports, for each 

protocol, the percentage of success in each scenario. 

Table A.1. Results of the Mann-Whitney test for routing tables size. 

Scenario AODV(mean) N-AODV (mean) p-value 

10 hosts/High mobility 13.092 21.13 < 0.0001 (accepted Ha) 

10 hosts/Low mobility 25.772 28.544 < 0.0001 (accepted Ha) 

25 hosts/High mobility 129.948 164.78 < 0.0001 (accepted Ha) 

25 hosts/Low mobility 182.272 225.4240 < 0.0001 (accepted Ha) 

50 hosts/High mobility 575.566 809.966 < 0.0001 (accepted Ha) 

50 hosts/Low mobility 1030.224 1135.414 < 0.0001 (accepted Ha) 
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Table A.2. Results of the Mann-Whitney test for routing tables updates. 

Scenario AODV(mean) N-AODV (mean) p-value 

10 hosts/High mobility 0.912 1.236 0.5661 (accepted H0) 

10 hosts/Low mobility 0.52 0.878 0.0016 (accepted Ha) 

25 hosts/High mobility 3.404 5.182 0.0106 (accepted Ha) 

25 hosts/Low mobility 2.202 3.46 0.0413 (accepted Ha) 

50 hosts/High mobility 9.598 13.158 0.5598 (accepted H0) 

50 hosts/Low mobility 6.556 8.056 0.0369 (accepted Ha) 

 

Table A.3. Results of the Mann-Whitney test for network awareness lag. 

Scenario AODV(mean) N-AODV (mean) p-value 

10 hosts/High mobility 6.103 2.6136 < 0.0001 (accepted Ha) 

10 hosts/Low mobility 5.3769 2.8883 < 0.0001 (accepted Ha) 

25 hosts/High mobility 3.8867 2.2163 < 0.0001 (accepted Ha) 

25 hosts/Low mobility 3.3082 1.5847 < 0.0001 (accepted Ha) 

50 hosts/High mobility 2.2764 1.047 < 0.0001 (accepted Ha) 

50 hosts/Low mobility 1.5191 1.1705 < 0.0001 (accepted Ha) 

 

Table A.4. Results of the Mann-Whitney test for broadcast activations. 

Scenario AODV(mean) N-AODV (mean) p-value 

10 hosts/High mobility 1.914 1.446 0.0002 (accepted Ha) 

10 hosts/Low mobility 1.104 1.03 0.5848 (accepted H0) 

25 hosts/High mobility 4.24 3.052 0.0022 (accepted Ha) 

25 hosts/Low mobility 2.722 2.226 0.0088 (accepted Ha) 

50 hosts/High mobility 11.376 5.496 < 0.0001 (accepted Ha) 

50 hosts/Low mobility 7.972 3.414 < 0.0001 (accepted Ha) 
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Table A.5. Rate of success. 

Scenario AODV (%) N-AODV (%) 

10 hosts/High mobility 61.6 69 

10 hosts/Low mobility 66.8 71.2 

25 hosts/High mobility 71 76 

25 hosts/Low mobility 71.4 82.4 

50 hosts/High mobility 78.2 80.6 

50 hosts/Low mobility 85.4 90 

 

Table A.6. Results of the Mann-Whitney test for control overhead. 

Scenario AODV(mean) N-AODV (mean) p-value 

10 hosts/High mobility 0.908 1.544 0.0125 (accepted Ha) 

10 hosts/Low mobility 0.634 1.178 < 0.0001 (accepted Ha) 

25 hosts/High mobility 3.79 5.332 0.0232 (accepted Ha) 

25 hosts/Low mobility 2.61 4.132 0.1055 (accepted H0) 

50 hosts/High mobility 11.15 10.768 0.0898 (accepted H0) 

50 hosts/Low mobility 8.846 7.74 0.4286 (accepted H0) 

 


