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This paper proposes an interactive 3D picture system for 3D display application which includes the techniques of 3D
content synthesis based on 2D image with its depth image and the interaction between the user, picture, and
environment. The conversion technique uses depth image based rendering (DIBR) to synthesis 3D image. An
adaptive depth map pre-processing method is proposed for DIBR to solve the hole occurring problem on virtual view
images. The interaction is achieved based on the measurements of the sensors installed around the system and the
methods of interaction tool recognition and speed estimation. To enhance the interaction, some sensors are installed
around the picture system so that the scene in the picture can change corresponding to its surroundings. Experimental
results show that the proposed system can convert any 2D image into a 3D image with good quality and achieve real-
time interaction between the user, picture, and environment successfully. This proposed system can provide a good
achievement for 3D display application.

Key words: 2D to 3D conversion, adaptive depth map pre-processing, depth image based rendering,
interactive stereo picture, 3D display

1 Introduction

Recently, 3D technology has become the main focus for creating virtual reality experiences. Some
studies have examined aspects of 3D image visualization, such as 3D displays, 3D content, and 3D
space, which support realistic experiences [1-5]. The implementation of 3D technology has also been
realized in real life, for example, in 3D TV systems, virtual conferences, health systems, and games.
Many digital pictures with high image quality are already publicly available. Currently, digital pictures
are used primarily in digital photo frames, artistic paintings, and digital posters. However, most of
them still provide 2D content and lack interaction between the user and picture. To address the above



286 A 3D Interactive System for 3D Display

problems, this paper designs an interactive 3D picture system and the proposed system applies two
techniques, 3D content synthesis and interaction between the user, picture, and environment. In some
point of view, the system can be seen as a combination of art and technology.

This study designs an interactive stereo picture system that provides the user with a realistic
experience through a combination of 3D content synthesis and the interactions between the picture
system, the user, and the environment. The system contains two subsystems, the 3D content synthesis
subsystem and the interaction subsystem. Figure 1 shows the structure of the proposed picture system.
Using a technique based on DIBR which uses the original 2D video and its depth map synthesis multi-
view video. The interaction subsystem detects the changes in the environment (such as weather,
humidity, and vibration) by the sensors around the display, and then performs speed estimation for the
interaction toll. The 3D scene in the picture system reacts to the signals from the interaction subsystem.

3D Content Synthesis Subsystem

2D video

Depth map
Signal processing .
________________________ 3D display
[ Interaction Control Subsystem -i (PC Based) FEY

Object captured Disparity
from two CCDs Estimation

3D video

DIBR

Environment

—> FPGA controller
Sensors

Figure 1 Structure of the proposed interactive picture system

The traditional method for producing a 3D image is to use two or more cameras to capture the
required images for the left and right eyes, respectively. Although this method can provide correct
view images for each eye with high 3D quality, it still has drawbacks. For example, a multi-cameras
setup is costly; high transmission and data storage bandwidth are required for two or more color
bitstream images which are applicable only for a single display configuration at the receiver.
Furthermore, the depth effect is not easily customized. Depth image based rendering (DIBR) uses an
original 2D image (intermediate image) with a corresponding depth map to generate virtual 3D images
[6-8]. A depth map is a 2D gray-level image in which each pixel represents the depth of the
corresponding color pixel in the intermediate image [9]. Since the depth of each color pixel is known,
virtual views can be synthesized by per-pixel image mapping according to the corresponding depth
value. However, because the 3D images generated from DIBR are virtual views, high quality is the
most important requirement. The major problem in DIBR is that, after image warping, the holes occur
in the virtual view images and degrad the quality of the 3D images. The papers [12] preserve the depth
effect of the 3D image and require less computational time than those in [10] and [11]. However, some
geometric distortions are still visible in the regions with vertical lines. These problems will make the
user to be incomfortable when he watches the 3D image in the system. In this paper, an adaptive
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smoothing method for depth map pre-processing in DIBR is proposed to reduce geometric distortion
and to provide high quality 3D image form 2D content in the system.

The picture system in this study uses many sensors to detect changes in the environment. To
illustrate the interaction between the user and the picture system, this study provides a ball-throwing
scene as follows. A virtual dog in the picture chases the ball after the user throws it (see Figure 2). To
implement the interaction subsystem, two CCDs are used to capture two slightly different scenes. The
ball’s speed and direction are estimated according to the calculated disparity between its motions in the
two scenes. The scene of the picture system contains the interaction between users, the dog in the
picture, and the environment around the display. Here, the ball is an interaction tool. When the user
throws a ball toward the picture, the dog chases the ball according to the ball’s speed and position. The
selection of the 3D scenes is determined by the PC that processes a signal transmitted from the
interaction subsystem.

% Dog chases the ball

l—-p Ball - l
(interaction tool) | ’
thrown by user into the picture

Figure 2 Illustration of the ball-throwing interaction

The main challenge in this study is the real-time implementation for the speed estimation based on
disparity measurement. Foggia et al. [13] used two cameras and regional differences for disparity
measurement and obstacles detection. Mithlmann et al. [14] proposed a sliding window method and the
sum of absolute difference (SAD) to reduce the computational time for disparity estimation. Using the
concepts of previous studies, this paper proposes a fast speed estimation technique for the interactive
picture system. The proposed method detects and calculates the distance and the speed for the ball such
that the user can interact with the picture system in real time. Therefore, the contributions of this paper
are the conversion of 2D image to 3D image in the interactive system and the implementation of the
real time 3D interaction subsystem.

This study is organized as follows. Section 2 describes the 3D content synthesis subsystem; An
interaction subsystem for the 3D picture system is described in Section 3. The scene design and
experimental results that demonstrate the system’s performance are presented in Section 4. Section 5
concludes the paper.

2 3D Content Synthesis Subsystem

To synthesis the 3D images need two or more than two view images (two-dimensional images) by take
in different view angles. In this study is based on a DIBR technique which creates the two view images
by a 3D image warping process. Depth map pre-processing is applied to reduce sharpness of depth
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transitions in the depth map, and to reduce the number of holes after image warping. The remained
holes are filled by a hole-filling process. Figure 3 shows a block diagram of the DIBR technique [9],
[15].

Y T K
Monoscopic H . _— ! Right-view
Color Image : 3D Image Warping —* Hole-Filling : Image
1 1
| 1
i ! |
! | Pre-Processing of | L?‘:"Vicw
Depth Image —L» Depth Map : mage
1
|

DIBR technique

Figure 3 Block diagram of the DIBR technique

Depth map pre-processing reorganizes the depth values so that fewer holes appear in the virtual
view images after image warping. Smoothing the whole depth map before image warping can
significantly reduce the number of holes, but it also leads to geometric distortions, so that the quality of
the virtual images is degraded and the computational time is increased. An adaptive edge-oriented
smoothing method is proposed to solve this problem. The proposed pre-processing detects the hole
regions before the smoothing filter is applied to the depth map. It also checks the vertical lines in the
hole regions, since the vertical lines are the main cause of geometric distortion. The most suitable
smoothing filter is determined depending on the presence of vertical lines and is employed to detect the
hole regions. Figure 4 shows the block diagram of the proposed method.

Monoscopic Vertical Line
Color Image Detection

Hole Regions Adaptive Edge-Oriented L, Pre-Processed

Depth Image — 0 ion Smoothing Method Depth Image

Figure 4 Block diagram of the proposed depth map pre-processing

2.1 Hole Regions Detection

To reduce the required computational time and preserve the depth quality in non-hole regions, it is
essential to only smooth the hole regions in the depth map. Holes occur due to sharp depth
discontinuities in the depth map. For the left view image, holes appear in the regions with a sharp low-
to-high depth transition, and vice versa for the right view image [12] (see Figure 5). Based on the depth
transition concept, a pixel is considered as a hole pixel after image warping if the depth value s(x, y)

satisfies the condition (1) and thus it is labeled.
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1, if s(x+1,y)—s(x,y) > Th, for left view
B (xy)=1 orifs(x—1y)-s(x,y)>Th, for right view
0, otherwise
M
This study sets the threshold value ThO of sharp depth transition to be 20. Since the depth value of

background pixels is always smaller than that of foreground pixels, we can use this knowledge to
determine the background

(b)

Figure 5 Analysis of holes occurrence in the “Interview” sequence. (a) intermediate color image, (b) depth

(d)

map, (c) virtual right view image, (d) virtual left view image.

2.2 Vertical Line Detection

Any vertical line on object boundaries in a color image with sharp depth discontinuities will become
geometric distortion artifacts obviously after image warping. To reduce geometric distortion, vertical
lines must be detected by an edge detection operator.

The edge detection only calculates the pixels around the previously predicted hole pixel which
belongs to background scene PL(x,y)=1 in (2).

1, if‘PL(x,y+q)*E‘ >Th,, where P, (x,y+q):l,
v, (x,y+q):

2

0, otherwise

where 4 €1L2L .7} op 4 €{~L,=2L ,=r}. «4» 5 the convolution operator, r is the checking window

size for vertical line detection and E in (2) is the 3x3 vertical Sobel convolution kennel. Then, from
(2), we can use Vi (x, y) to denote the existence of the vertical line around the hole pixel with
coordinate (X, y). The vertical line detection is performed on the upward or downward direction of the
hole pixel. Let

zr‘,Vd(x,yw) in(x,yw) (3)

V,(x,»)=11, if%zﬁb or %2%

0, otherwise

where VL (x, y)=1 denotes that the vertical line exists. Edges are considered as a line when the
continuous edge number inside the checking window is larger than the threshold value Th;.
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2.3 Adaptive Edge-Oriented Smoothing Method

Based on the predicted hole regions and vertical line information, an adaptive smoothing filter is
selected to reduce the number of holes and the geometric distortion. Figure 6 shows a flowchart of the
proposed smoothing process.

Depth Hole regions
inage detection

Y

Figure 6 Flowchart of the proposed depth smoothing process

To correct the geometric distortion caused by vertical lines on the depth map in the regions with
sharp depth discontinuities, the asymmetric Gaussian smoothing filter from [11] is employed.
However, using the filter for non-hole regions may increase the computation time and does not
preserve the depth information. Therefore, the asymmetric Gaussian smoothing filter is applied to hole
regions only that have vertical lines and belong to the background scenery. Thus, users can be easy to
experience the 3D effect for closer objects because the depth of the foreground scene is preserved.
Because a parallel camera configuration is used for the image warping, holes occur only in the

horizontal direction. Therefore, only the horizontal Gaussian smoothing filter ( g(, & ”) ) is applied

to the predicted hole pixel (s(x,y)) without vertical lines as shown in (4); this also reduces the pre-
processing computational time.

( (4)

Figure 7 illustrates the complete procedure for the proposed smoothing method. Note that the
depth regions with sharp depth transition contain the vertical edge information belonging to the
background scene which is smoothed by the asymmetric Gaussian smoothing filter.

Applying the proposed smoothing method to the depth map greatly reduces the number and size of
holes in the virtual view images. Since small holes are remained in the virtual view image, the average
filter is employed for hole-filling. After hole-filling, nine virtual view images without holes are
generated as a 3D scene.
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(a) (b) (c) (d) (e)

Figure 7 Smoothing procedure for the “Interview” sequence. (a) intermediate color image, (b) depth map, (c)

edge buffer for the left-view image, (d) depth map for the left-view image after pre-processing by the horizontal
Gaussian smoothing filter, (¢) depth map for the left-view image after further pre-processing by the asymmetric
Gaussian smoothing filter.

3 Interaction Subsystem Design

In this section we present the design of a 3D interaction subsystem. To demonstrate the interaction
between the user, picture and envirement, there are a story and a scene to be introduction as follows.

1. In the initial state, an old man and a dog appear in the picture. If the picture is shaken in any
way, the old man and the dog can feel the vibration, so they run away from the scene in the picture.

2. On sunny days (low humidity) in summer (hot weather) or in autumn (cool weather), when a
user stands in front of the picture, the dog will run to the center of the picture or else it will run back to
its doghouse.

3. On rainy days (high humidity) in summer or in autumn, the old man and the dog will run into
their houses to avoid being drenched.

4. On a sunny day, when a user stands in front of the picture and throws the ball to the dog, the
dog will chase the ball and then return it to the user. The user can throw the ball to the eight regions
shown in Figure 10, where regions 1-6 are inside the width range of the picture. The regions 7 and 8
are outside the picture. This interaction between the user and the dog is achieved in real time by using
the proposed speed estimation algorithm.

5. Finally, in winter (cold weather), regardless of the signal from the other sensors, the picture
shows a snowy scene.

To achieve the above interaction subsystem, all signals from the sensors are processed by the
microprocessor and transferred to the PC through the wireless transmission module. Moreover the
speed information of interaction tool is estimated by the disparity estimation. The control interface
handles all signals and selects the most suitable 3D interaction scene. Then 3D images are shown on
the 3D display by image synthesis techniques. Figure 8 shows the flowchart of the interaction
subsystem.

This study uses a 3D LCD display to show the picture scenes. Two CCDs are installed at the
bottom of the display to detect the ball’s speed and direction. Moreover, IR, temperature, humidity,
and vibration sensors are installed around the display. The IR sensor is placed on the top of the CCD.
The temperature and humidity sensors are placed on the right and left of the picture, respectively. The
vibration sensor is installed at the back of the display. Figure 9 shows the arrangement of all sensors.
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‘Wireless module Control interface Image synthesis
(receiver) (PC Based) for 3D display

IR sensor

Shock sensor

Temperature
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Figure 8 Block diagram of the interaction subsystem

(a) Fornt (b) Back

Figure 9 Sensors arrangement for the interaction subsystem

Figure 10 Regions to which users can throw the ball

The interaction subsystem includes 3 parts, the signal processor, tool speed estimation, and image
synthesis for 3D display. The design detail is described as follows.

3.1 Signal processing

All environment sensor signals are processed by the microprocessor and transferred to the PC through
the wireless transmission module. The control interface handles all the signals and selects the most
suitable 3D interaction scene. In this subsection, the following two items are needed to be presented.
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3.1.1 Sensors

The picture can react to any changes of the environment detected by the sensors. Table 1 shows the
types of sensors and their functions.

Table 1 Sensors and their purposes

Sensors FUNCTIONAL PURPOSE

IR sensor To detect the existence of user in front of the picture
Temperature sensor To detect the seasons change around the picture
Humidity sensor To detect the weather change around the picture
Vibration sensor To detect any vibrations to the picture

3.1.2 Controller Interface

The selection of 3D scenes is determined by a PC that processes signals transmission in the interaction
subsystem. A microprocessor (IC 89c¢c51) is used for the connection between the user and the
interaction subsystem. When all the sensor signals are collected, the microprocessor sends them to the
PC through a Zigbee wireless transmission module. Figure 11 shows the installation of the
microprocessor and wireless module Zigbee on the circuit board

IC 89C51 ‘ireless Module Zighee

Figure 11 Installation of microprocessor and Zigbee

3.2 Interaction Tool Speed Estimation

Calculate the direction of ball
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Figure 12 Flowchart of the proposed interaction toll speed estimation
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The real-time detection of the interaction toll’s speed is based on the proposed speed estimation. The
proposed method uses two CCDs to recognize the interaction tool (ball) and calculate the
corresponding disparity value [14] such that the distance between the display and ball, and the speed
are estimated. Figure 12 shows a flowchart for the estimation of the ball’s distance and speed.

3.2 .1 Interaction Tool Speed Estimation

To reduce the computation time, object recognition should be done before the disparity calculation.
The object recognition method consists of four steps: background difference, color conversion (RGB to
CgCbCr), color recognition, and component connection.

1. Background difference.

The background difference is employed to significantly reduce the possibility of mistaking other object
as the ball when the object and the interaction toll (ball) are of the same color. First, a reference
background image without the user and ball is saved to the database. Thus, the ball is clearly
recognized.

2. Color conversion

The CCD captures RGB color images. However, RGB color domain is not efficient for color
recognition since it is easily influenced by luminance changes in the environment. Therefore, this study
converts the RGB pixel domain into the C, (greenness), C, (blueness), and C, (redness) color domain
from (5), since the latter is not sensitive to the luminance changes.

Cg 128 —-81.085 112 -30915|| R
Cb|=]128 +ﬁ -37.945 -74.494 112 G ®)

Cr 128 112 -93.768 -18.214 || B

3. Color recognition

To achieve the best color recognition, we first save the initial C4, Cy, and C, pixel values of the ball and
then check (6) to find the ball. If (6) holds, the ball exists.

(Teg =20) < By <(Ie, +20)
(I ~20) < Bey < (Icy +20) (©)
(I¢, —20) < Bg, < (¢, +20)

where I¢,, Icp, and I¢, are the initial pixel values of the ball. B¢y, Bep, and B, represent the current

ball’s color. Once the ball’s color satisfies (6), the image is binarized such that the ball’s pixel value
equals 255 and the other values are zero.

4. Component connection

To distinguish the ball from other objects that have the same color with the ball, this study uses the
connected component technique to categorize each object. After each object is categorized, the object
size ratio (height and width) is measured. Only the object with the size ratio closest to one is then
determined to be the ball.
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3.2 .2 Speed Estimation for the Interaction Tool

To achieve interaction between the user and the picture system, this study uses disparity information to
calculate the ball’s speed and position. The disparity value (Dv) is obtained from the minimum
distance between the pixels in the left and right images measured by the SAD from (7).

SAD(x,y,d)= Y |L(x+ joy+i) = R(x+ j+d,y+i)

ij==n

,d=0,1,2L d .. (7)

disparity value= Dv = arg{min SAD}
d

where n is the matching region size, (x, y) is the disparity pixel coordinate, is the horizontal search

region, disparity is the smallest value of d (arg{min SAD}) after the SAD operation. L(x,y) and
d

R(x,y) are the left and right binary image pixels in the position (X,y), respectively.

dL aN dR

ya \
\
/ \ f

Left CCD s Right CCD

Figure 13 Illustration of the ditance perception

Since this study uses the disparity technique to realize an interaction subsystem, a real time
process for the system is essential. Therefore, the proposed ball estimation method first uses the object
recognition algorithm to capture the interaction tool (ball) and calculate only the disparity value of the
ball’s center point. The distance between the ball and the display can then be calculated. Figure 13
illustrates the distance perception using the disparity information

5:dR+dL:§(dr+dl) (3)
_ §Xf _ 5><f (9)
(dr+dl)  Dv

where & in (8) is the distance between the left and the right CCDs. dL and dR denote the horizontal
distance from the left CCD to the object point (ball) P and the distance from the right CCD to P,
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respectively. The disparity value (Dv) is defined as (dl + dr) which is obtained from (7). The distance Z
between the ball and the picture system can be obtained from (9).

From (9), Dv and Z are inversely related. However, the experiment results in Figure 14 show that
when Z is big, the relationship between Dv and Z is not linearly inverse, so (9) is no longer accurate.
This is because a small image resolution is used in the experiment, and the alignment of two CCDs is
not exactly parallel.

B!

| b
i e

Figure 14 Disparity versus distance

k o Sample data
y Regression cume
1m \

distanc efcm)

0 20 M &£ & 60 M @ @ 04 10
disparty(paxels)

Figure 15 Curve for disparity to distance (simulated by MATLAB)

To efficiently calculate the ball’s speed, this study uses a nonlinear inverse function to simulate the
relationship between disparity and distance. The mathematical model of a nonlinear inverse curve is
shown in (10).

Z =fiDv )=ae"™ +aye™""

(10)
where Duv is the disparity value, and Z is the distance between the ball and CCDs. To increase the
accuracy of the speed estimation, additional information from outside the interaction region is added to

the calculation. Figure 15 shows the most accuracy relation curve for the disparity and distance
calculated from (11).

Z=102.1133¢""""" +695.7365¢ > (11)
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Thus, the refined distance Z can be obtained by inserting the disparity value (Dv) of the ball into
(11).

As the ball enters the interaction region, the system activates the timer (ty.) and records the
distance as the maximum distance (Z,x). The timer will start when the ball begins to move toward the
picture. When the ball leaves the picture, the timer stops (t.,,) and records the last distance the ball
reaches as the minimum distance (Z.,). Finally, the ball’s speed is estimated by using (12). Table 2
shows the degree of speed and the corresponding region of the ball-throwing.

Z —Zmi
Ball speed = [Zmax~Zmin| (n%ec) (12)
! min ~fmax

Table 2 Degree of ball speed

Ball speed DEGREE  THROW BALL REGIONS (FIGURE 10)
> 2 (m/sec) Fast 3 or 6 (based on ball direction)
0.8(m/sec)~2 (m/sec) Medium 2 or 4 (based on ball direction)
< 0.8 (m/sec) Slow 1 or 3 (based on ball direction)

3.2 Image synthesis for 3D display

To provide a better 3D experience, the image synthesis is a process to generates two view images to
3D display for the user with glasess, or nine-view images to 3D display without wearing 3D glasses,
from one monoscopic color image and its corresponding depth map. This study uses a slanted
lenticular technology for the 3D display, then the user can see 3D images without wearing 3D glasses.
To provide a more comfortable and natural 3D effect, this study generates nine virtual view images.
The nine-view images are then synthesized into one stereoscopic image and transmitted to the 3D
display.

4 Experimental Results

4.1. Virtual Environment Design

This study designs a virtual world (animation) to simulate interaction between real-life events and the
picture. The high-end 3D rendering software Maya is used to design the video sequences in this study.
Some of the 3D models and textures are generously provided in [16-25]. The story line for the picture
centers on an old man and a dog in a park. Three seasons are represented in the picture shown in
Figure 16, summer (hot weather), autumn (cool weather), and winter (cold weather). In summer and
autumn, rain is created to simulate humidity changes in the environment. Figure 17 shows sequences
of eight images of ball throwing and the dog’s actions on a sunny day (low humidity) in summer,
where the user is standing in front of the picture. Finally, when the picture has any shaking, the old
man and the dog will run away from the scene. Both of them will return to the picture when the
shaking stops.
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(a) Autumn season  (b) Summer season  (c) Winter season

Figure 16 Three seasons with their corresponding depth maps, respectively, in the interactive stereo picture system

(e) Bottom right (f) Center right (g) Upper right (h) Out of screen (R)

Figure 17 Eight-image sequence of ball throwing and the dog’s chasing in summer

(a) Interview (b) Orbi (c) Dog

Figure 18 Three test video sequences and their corresponding depth maps
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(a) [10] (b)[11] (©)[12] (d) Proposed

Figure 19 Evaluation of first view images for the three test sequences

(a) [10] (b) [11] (©)[12] (d) Proposed

Figure 20 Enlarged segments of a hole region from Figure 19

4.2. Experiment Results of 2D to 3D Conversion

To present the performance of the proposed 2D to 3D conversion algorithm, the 3D image and some
virtual video sequences are tested experimentally. Figure 18 shows the test video sequences with the
corresponding depth maps. From left to right, they are “Interview,” “Orbi,” and “Dog” sequences. The
first two sequences are “real” video sequences provided by the MPEG 3DAV group [27], [28]. These
color videos were generated by using a real camera, and the depth maps were generated by using the
IR-sensor camera ZcamTM in (OK or not?) 3DV systems. The third sequence is one of the video
sequences for the picture system. The image resolutions of the “Interview” and “Orbi” sequences are
720%576 pixels, and the “Dog” sequence is 740%540 pixels.
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The main objective here is to compare the image distortion performance of the previous studies
[10]-[12] with the proposed method. Since the first view image has the largest baseline distance,
which results in a bigger hole size than that in the other view images. The quality is evaluated on the
basis of the first view image. Figure 19 shows the first view images generated by the methods in [10]—
[12] and the proposed method. Enlarged segments of hole and non-hole regions from the first view
images are shown in Figs. 20 and 21, respectively. The results demonstrate that the proposed method
provides the best solution for image distortion in both hole and non-hole regions.

(a) [10] (b) [11] (©)[12] (d) Proposed

Figure 21 Enlarged segments of a non-hole region from Figure 19

4.3. Interaction Subsystem Proformance Evaluation

In this study, two CCDs are used to estimate the ball speed based on the disparity value. The distance
between the two CCDs is 5 cm. The spatial resolution for both images is 320x240 pixels. The disparity
evaluation for the proposed method is performed at different distances (see Figs. 22-24).

Figure 22 Distance evaluation: ball’s distance away from two CCDs is 30 cm, disparity value is 70 pixels

Figure 23 Distance evaluation: ball’s distance away from two CCDs is 65 cm, disparity value is 32 pixels
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Figure 24 Distance evaluation: ball’s distance away from two CCDs is 110 cm, disparity value is 19 pixels
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Figure 25 Disparity versus distance for the proposed, SSD, and sliding window methods

Figure 25 shows that the relationship between the disparity and the distance calculated from the
proposed method is almost the same as those from the SAD and sliding window methods. Table 3
shows the accuracy of the calculated ball’s speeds by the proposed method (P), SAD (S) method, and
sliding window (SW) method [28] at different distances. Taking the SAD method as the standard for
comparison, the error difference of the proposed method and the sliding window method are calculated

by (13) and (14), respectively

AP =

ASW =

P-S

Sw-S
N

x100%

x100%

(13)

(14)

Table 3 Comparison of the results of the speed of the ball

Distance | Proposed SSD Sliding Diff. (AP) Diff. (ASW)
(cm) (pixels) (pixels) | windows
(pixels)
30 53 55.88] 55.67 -0.05% 0.00%
35 47 49.87| 49.76 -0.06% 0.00%
40 42 43.84] 43.26 -0.04% -0.01%
45 37 39.89] 39.43 -0.07% -0.01%
50 35 353] 3496 -0.01% -0.01%
55 33 33.8] 32.29 -0.02% -0.04%
60 31 29.98] 29.77 0.03% -0.01%
65 28 27.58] 2758 0.02% 0.00%
70 25 2498 245 0.01% -0.01%
80 21 21.3] 2077 -0.01% 0.02%
90 19 19.67| 18.26 -0.03% -0.07%
110 16 15.98] 15.88 0.01% -0.01%
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The experimental results show that the proposed method provides better accuracy than the sliding
window method [15] when the distance is larger than 65 cm, whereas the sliding window method
provides better accuracy if the distance is smaller than 65 cm. This is because the surface of the ball is
obvious when the ball is close to the CCD, so each pixel may have a different disparity value. The
SAD and sliding window method calculate the ball’s disparity value for all pixels of the ball and then
average it to obtain one disparity value. The proposed method assumes that the ball’s surface is planar.
Therefore, when the ball is closer to the CCDs, the sliding window method provides better accuracy
than the proposed method. However, as the distance becomes larger and the image becomes more
blurred, the number of ball pixel candidates for the sliding window method also decreases, and error
matching occurs in disparity estimation. The experimental results show that the difference between the
proposed method and the sliding window method is not more than 0.06%. The proposed method also
reduces computation time considerably and achieves real-time processing by calculating the speed only
of the interaction toll (see Table 4).

Table 4 Comparison of computational times

Method Time
(sec/frame)
Proposed 0.0469
SSD 18.42
S'hdmg 0.36
window

5 Conclusion

This paper describes the implementation of a stereoscopic digital picture system which includes video
animation design, 3D realization, and real-time interaction. The video sequence is designed to simulate
the conditions of the real world. The proposed 2D to 3D conversion method is employed to convert the
video animation into high-quality 3D video. This study used sensors to detect environmental changes
around the picture system, which reacts on the display with appropriate scenery. The system also
applies a proposed speed estimation method that allows users to interact with the picture system in real
time. Interaction between the user and the object in the picture is represented by the user throwing a
ball and a dog chasing it. Future studies will focus on how to widen the system’s application to smaller
and wireless digital devices. The realistic experiences and real-time interaction with an interactive
stereo picture system may become available for different devices.
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