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Recently, a lot of researchers have directed their attention to mobile sensor networks that are constructed 
by sensor nodes with a moving facility. Mobile sensor networks enable to construct a wide-range sensing 
system by the cooperative behaviours of a small number of mobile sensors. However, because radio 
communication range of the nodes does not cover the whole sensing area, every node has to move closer to 
the sink to deliver its sensor readings. Thus, the power consumption to deliver the sensed data to the sink 
becomes large. We previously proposed two mobile sensor control methods to reduce the power 
consumption by employing push-based broadcast, named the MST (Moving-distance-based Static 
Topology) and the SR-N (Shortest Route with Negotiation) methods for sparse mobile sensor networks. In 
this paper, we propose the MST/NFD (MST with Node Failure Detection) and the SR-N/NFD (SR-N with 
Node Failure Detection) methods as extensions of the MST and the SR-N methods to detect node failures. 
We also conducted simulation experiments to evaluate the performance of our methods and confirmed that 
the MST/NFD method is more robust over node failures than the SR-N/NFD method, and that the SR-
N/NFD method can achieve the high throughput than the MST/NFD method. 
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1 Introduction  

Recent technological advances in wireless communication and semiconductors have led to 
improvements in radio communication devices, which have become smaller and lighter and have 
higher performance. Because of these improvements, much research has been done on sensor networks 
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consisting of small sensor nodes equipped with wireless communication devices [1-4]. Sensor 
networks are expected to be used for many applications such as environmental monitoring [5, 6], 
investigation of plants and animals [7, 8], and environmental control in office buildings [9, 10].  

Moreover, wireless multimedia sensor networks have attracted much attention due to the 
availability of inexpensive devices such as CMOS cameras and microphones that are able to capture 
multimedia content from the environment [11, 12]. Wireless multimedia sensor networks will enhance 
existing sensor network applications [13, 14]. In sensor networks, sensor nodes deliver their acquired 
data to the data sink by using multi-hop communication. Traditional research in sensor networks 
typically treats unmovable nodes that stay in fixed positions. On the other hand, because of the 
advancement of robotics technology in recent years, there has been increasing interest in research on 
sensor networks that consist of sensors equipped with actuators (mobile sensor nodes)[15-17].  

If nodes are fixed, many nodes need to be deployed to cover the whole sensing area. Additionally, 
fixed nodes are difficult to deploy in large areas or in environments where people cannot enter, such as 
disaster sites and heavily polluted areas. In such environments, even if nodes are deployed from the air 
(e.g., from airplanes or helicopters), it is difficult or even impossible to deploy nodes in the positions 
where we want to do sensing. Therefore, mobile sensors are well suited for such environments. That is, 
a small number of mobile sensors can go into such large areas and perform sensing operations at 
various positions freely. Here, note that nodes may not be within radio communication ranges of each 
other, thus, these nodes need to move closer to the data sink for transmitting their sensor readings, and 
the power consumption to deliver the data to the data sink increases. 

In this paper, we assume that every node in the sensor network is a mobile sensor node, and 
propose two methods to deliver the sensed data to the data sink by using multi-hop communication by 
forcing nodes to construct a temporal network. Both methods achieved the low power consumption by 
reducing the moving distance for each node to deliver the sensed data to the data sink. The first one is 
the moving-distance-based static topology with node failure detection (MST/NFD) method, in which 
each node moves to the same position for delivering the sensed data to the data sink. The position is 
determined so that every node takes the shortest route to move from its sensing position to the position 
connecting to the temporal network. If the data sink detected a node failure, it directs another node to 
move the position of the failed node connecting the temporal network in order to maintain the temporal 
network by using push-based broadcast. The second one is the shortest route with negotiation and 
node failure detection (SR-N/NFD) method, in which nodes decide positions to construct a network 
according to the situation at that time. In this method, we control movement of nodes by using push-
based broadcast. Nodes receive the information on the positions of other nodes through the broadcast 
so that the nodes can move to the nearest positions where they can communicate with the data sink by 
using multi-hop communication, i.e., join to the temporal network for data transmission. If the data 
sink detected a node failure, it directs the other nodes to go back sensing positions after receiving their 
sensed data. 

The remainder of this paper is organized as follows: in Section 2, we summarize the related works 
on mobile sensor networks. Section 3 presents the assumed environment, and section 4 describes our 
proposed method. The results of simulation experiments are shown in section 5. In section 6, we 
conclude the paper. 



 

 

116      Node Control Methods To Reduce Power Consumption Using Push-Based Broadcast For … 

 

2 Related Works 

Several data gathering strategies in mobile sensor networks have been proposed. We present some 
typical related studies in this section. 

Moore et al. have proposed an approach to command mobile sensors to collect samples of the 
distribution of interest, and then use these samples to determine new sampling locations of each sensor 
[18]. This study paid more attention to estimate the distribution of sensor readings than the energy 
consumption. 

Shah et al. have proposed Data MULE [19], an architecture for collecting data in sparse sensor 
networks. Data MULE uses mobile entities in the environment to transport data from sensor nodes to 
access points. Data MULE aims to achieve energy saving in sensor nodes by using short-range radios. 
Similarly, Zhao et al. have proposed a message ferrying approach in order to delivery data in sparse 
mobile ad hoc networks [20]. These studies adopt a set of special mobile node with large memory to 
deliver sensor readings to data sink. It is therefore important to decide or predict the trajectory of the 
special nodes. 

Vincze et al. have pointed out that selecting the optimal moving positions for mobile sinks is an 
NP-hard problem and have proposed a heuristic algorithm to determine the moving direction and 
distance [21]. The algorithm is more suitable for event-driven applications, such as detecting targets, 
rather than data-gathering applications where all sensor nodes report sensed data periodically.  

Suzuki et al. have proposed the RAMOS (Routing Assisted by Moving Objects) [22]. RAMOS 
assumes the existence of a sink node, and each mobile sensor transfers its acquired data by moving to 
the sink node directly. Since each mobile sensor has to move to the sink node every time it gets data, 
movement cost drastically increases and the efficiencies of sensing and data transfer deteriorates in a 
sparse network. 

Our previous work [23] adopted push-based broadcasting in order to inform the positions of other 
sensor nodes, and proposed methods to save energy and enhance throughput by reducing moving 
distance of sensor nodes. However, this study assume an ideal environment where node failures do not 
occur. 

3 Assumed Environment 

Figure 1 shows the environment assumed in this paper. We assume one data sink and multiple mobile 
sensor nodes are in the sensing area. Each sensor node knows the position of the data sink, its sensing 
position, and the total number of sensor nodes. Additionally, it can precisely acquire its current 
location by using a GPS or other methods in real time. As shown in Figure 1, the distance between 
nodes that are engaged in a sensing operation is usually larger than the radio communication range of 
node, so they cannot communicate with the data sink or other nodes if they stay in their sensing 
positions. Thus, they have to move to communicate with others and deliver their sensor readings to the 
data sink. When delivering data, they construct a network that can communicate with the data sink by 
using multi-hop communication. We call this network a gathering network. After all nodes participate 
in the gathering network and they finishes sending and relaying data, they start to move to their 
sensing positions again. 
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Moreover, the data sink has a broadcast facility for push-based broadcast, where the broadcast area 
covers the whole sensing area. It also knows the sensing positions of all nodes. 

4 Proposed Methods 

In this section, we present two mobile sensor control methods which we proposed in this paper. 

4.1.  MST/NFD (Moving-distance-based Static Topology with Node Failure Detection) method 

4.1.1.  Basic Behaviour (MST method) 

In the MST method [23], we focus on only reducing the moving cost of nodes as much as possible. 
Thus, the position of each node in constructing a gathering network is determined beforehand, and the 
node always moves to the position to deliver its sensed data. We call the position delivering position. 
When the node finishes its sensing, it moves to its delivering position and stop there. Each node 
delivers its sensed data to the data sink when it can communicate with the data sink by using multi-hop 
communication. The delivering positions of nodes are determined by the following procedure: 

1. Each node is placed at its assigned sensing position. 

2. Every node that has not joined the gathering network yet selects the nearest node among all 
nodes that already joined the gathering network and their delivering positions are closer to 
the data sink than the sensing position of the node. 

3. Every node calculates the distance from its sensing position to the closest position where the 
node can communicate with the node selected in step 2. We call this moving distance. 

4. The node whose moving distance is the shortest joins the gathering network. 

5. Step 2, 3, and 4 are repeated until all nodes join the gathering network. 

：node

：data sink

wireless communication range

moving

sensing

gathering network

sensing area

 
Figure 1  Assumed Environment. 
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4.1.2.  Node Control When Node Failure Occurs in the MST/NFD method 

In the MST method, to reduce the moving distance of every node, each node that finished sending and 
relaying data starts going back to its sensing point after all nodes participated in the gathering network. 
If node failures occur, some nodes cannot leave the gathering network. To solve this problem, the data 
sink predicts the time when each node participates in the gathering network (we call the time the 
arrival time), and assumes that nodes fail if they did not participate in the gathering network until their 
estimated arrival times. Similarly, we call the time when each node left the gathering network the 
departure time. Each node migrates between its sensing position and its delivering position. Since the 
moving time and the sensing time of each node are constant in an ideal environment, it is easy for the 
data sink to predict the arrival time of each node. The data sink calculates the estimated 
(k+1)-th arrival time Ta’n,k+1 of node n using the following equation: 

Ta'n,k+1= Tdn,k + ts+ tmn         (1) 

where Tdn,k, ts and tmn are the k-th departure time of node n, the sensing time and the round-trip 
time of node n moving between its sensing position and delivering position, respectively. If a node has 
not participated in the gathering network at its arrival time, the data sink judges that the node has 
broken down. In this case, a new node is put at the sensing position of the broken node so that the 
system can keep observing all sensing positions. Then, the data sink orders nodes to change their 
delivering positions by broadcasting. More specifically, to reduce the total of moving cost of nodes 
due to the modification of the gathering network, each node on the path with the least number of nodes 
between the failure node to a leaf node moves to the delivering position of a node with which it was 
supposed to connect. After that, the data sink updates the arrival time of nodes which changed their 
delivering positions by the following equation: 

Ta' 'n,k+1= Ta'n,k+1+
dcom

v
        (2) 

(a) Normal topology of the 
gathering network

(b) New topology of the gathering 
network 
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Figure 2  Example of modification of the gathering network when node failure occurred in the MST/NFD method. 
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where Ta’’n,k+1, dcom, and v are the updated (k+1)-th arrival time of node n, the communication range 
of nodes, and the node velocity. 

Figure 2 shows how to change the delivering positions of nodes when a node failure occurred. 
When node b broke down, the number of nodes on the path from node b to node d is smaller than that 
to node h, thus, nodes c and d move to the delivering positions of nodes b and c, respectively. 

4.2.  SR-N/NFD (Shortest Route with Negotiation and Node Failure Detection) Method 

4.2.1.  Basic Behaviour (SR-N method) 

In the SR-N method [23], to construct the gathering network, the data sink broadcasts the information 
on the positions of nodes that have already connected to the gathering network so that other nodes can 
move based on the information. In the example shown in Figure 3(a), according to the broadcast 
information, nodes a and b that finished their sensing operations determined their destinations Da and 
Db, where they can communicate with the data sink by using multi-hop communication, and they start 
to move to the destinations. In Figure 3(a), dotted arrowed lines show the movement locus of the 
nodes, and Da (Db) shows the destination of node a (b). The broadcast information is updated when 
new nodes participate in the gathering network. As shown in Figure 3(b), when node b participates in 
the gathering network, it becomes the nearest node for node a, so node a changes its destination from 
Da to D’a. In this way, nodes dynamically change their destinations, resulting in shortening the moving 
distance to join the gathering network. When a node in the gathering network knows that all nodes 
participate in the gathering network and it finishes sending and relaying data, it returns to its assigned 
sensing position. 

Nodes exchange information on their destinations when they can communicate with each other 
during migration toward the data sink. On the basis of the information, they decide their destinations 
that decrease the sum of their moving distance. Consequently, the total moving distance to construct 
the gathering network decreases; thus, the total power consumption is also reduced. 

a

b

Db Da

D’a

a

b

c

d

c

d

Da

(b) after changing destination(a) before changing destination  
Figure 3  Basic behaviour of nodes in the SR-N method. 
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In the next clause, we explain the details of the behaviours of the nodes in constructing the 
gathering network.  

4.2.2.  Negotiation Between Single Nodes 

Figure 4 shows a situation where a node encounters another node while moving to the destination. In 
this figure, la (lb) denotes the distance to the destination of node a (b). When nodes a and b move to 
connect with node c in the gathering network, they come close and can communicate with each other. 
Then, they update their destinations using the following procedure: 

1. Nodes a and b, which can communicate with each other, exchange the information of their 
destinations Da and Db. 

2. They calculate the moving distance la and lb from the positions of the nodes to their 
destinations, and the node whose moving distance is longer than that of the other makes the 
other a candidate to connect the gathering network. In this figure, because la > lb, node a 
makes node b a candidate to connect the gathering network. 

3. Node a calculates the position D’a, where it will be able to connect to node b in the gathering 
network, and the distance l’a from its current position to D’a. If l’a > la, it changes its 
destination to D’a. 

4. If node a changes its destination in step 3, it sends the information on the position of its new 
destination D’a to node b. Then, nodes a and b move jointly as a node group. 

5. After that, if node b changes its destination, it sends the information on the position of its new 
destination to node a. Node a also changes its destination based on the information from 
node b. Node a does not change its destination even if it receives the broadcast information. 

When more than two nodes encounter each other at the same time and can communicate among other 
nodes, each node determines whether it changes its destination. This process is performed successively 
from the node whose moving distance is the shortest to the longest. 

la
lb

a
b

a
b

Da

D’

l’a

Da

cd d c

Db Db

lb
la

(b) after changing destination(a) before changing destination

Da

 
Figure 4  Negotiation between single nodes. 
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We call the node that changed its destination to connect the other node a child node and the other 
node a parent node. In Figure 4, nodes a and b become a child node and a parent node, respectively. 

If a node group and a single node encounter, or when two node groups encounter each other, they 
also change their destinations in the same way. 

4.2.3.  Keeping Distance Between Nodes in Node Group 

As a result of a preliminary evaluation of the SR-N method, we found that the distance between nodes 
in the gathering network becomes shorter than the communication range of nodes, and extended the 
SR-N method to keep distances between the nodes [24]. In this extended method, a child node 
calculates the distance between its parent node and itself, and moves to its destination while keeping 
an appropriate distance from its parent node. Specifically, a child node moves according to the 
following procedure: 

1. When a node joins a node group as a child node, the child node stays there if its parent node 
stays or if the distance between it and its parent node is shorter than X% of its wireless 
communication range. 

2. The child node starts moving when the distance between it and its parent node equals its 
wireless communication range. If the distance becomes shorter than X% of its wireless 
communication range while moving toward the gathering network, it stays there. 

3. When the parent node starts moving, it sends its child nodes a message that it has started 
moving. 

4. When the child node receives the message from its parent node, it starts moving after the 
distance between it and its parent node equals its wireless communication range. 

4.2.3.  Node Control When Node Failure Occurs in the SR-N/NFD method 

When node failures occur, a similar problem arises in the SR-N method as the MST method. In other 
words, some nodes cannot leave the gathering network. To solve this problem, in the SR-N/NFD 
method, the data sink also predicts the arrival times of all nodes, and assumes that nodes fail if they did 
not participate in the gathering network until their estimated arrival times. Then, the data sink allows 
other nodes to leave the gathering network. 

Specifically, the data sink estimates (k+1)-th arrival time Ta’n,k+1 of node n using the following 
equation: 

Ta'n,k+1= Tdn,k + max
i= 2

k
Tan,i −Tdn,i−1( )      (3) 

where Tan,k and Tdn,k are the k-th arrival time and the departure time of node n, respectively. 

In equation (3), the data sink predicts the next arrival time with the maximal value of the past 
elapsed times (from when node n leaves the gathering network until when it participates in the 
gathering network again); thus, the data sink reduces the number of misjudgements of node failures as 
much as possible. 
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Here, the data sink cannot predict the first and second arrival time because it cannot use the 
information of the past elapsed times. Therefore, the data sink sets the predicted arrival time of the first 
participation as the sum of the sensing time and the movement time from the sensing position to the 
position where the node can communicate with the data sink directly. The predicted arrival time of the 
second participation is set as the sum of the movement time from the position where the node left the 
gathering network to the sensing position, the sensing time, and the movement time from the sensing 
position to the position where the node can communicate with the data sink directly. 

When a node has not participated in the gathering network for successive two times of data 
gathering, the data sink judges that the node has broken down completely. In this case, a new node is 
put at the sensing position of the broken node so that the system can keep observing all sensing 
positions. Then, the new node starts to perform a sensing operation. 

5 Performance Evaluation 

In this section, we show the results of the simulation experiments regarding the performance 
evaluation of our proposed methods. 

5.1.  Simulation Environment 

Table 1 shows the parameters and values used in our experiments. The sensing area was a flatland, and 
we allocated one data sink at one corner of the area. Sensing position of each node was given randomly 
and not changed. We initially allocated each node at its sensing position, and it started sensing once the 
simulation began. Each node took 1,000 seconds for each sensing operation and obtained data of 5 
Mbit. For each node, the moving cost was 1 J/m, and the data sending cost Ps(k,d) and the data 
receiving cost Pr(k) were defined using the following equations: 

Ps k,d( )= k ⋅ 50( )+ 0.1⋅ k ⋅ d2( )[nJ]      (2) 

Pr k( )= k ⋅ 50[nJ]         (3) 

Here, k [bit] is the size of the data that a node sends and receives, and d [m] is the distance between 
the source and destination of the data transmission. If a node sends data obtained in one sensing 
operation to another node that is 50 meters away, the data sending cost is 1.5 J. Here, the moving cost 
and the data sending and receiving costs in our simulations were also used in [25] and [26]. We did not 
take other costs into consideration because they are much lower. Additionally, we assumed that nodes 

Table 1 Parameters 

Prameter Value 

Size of sensing area 2,000[m] x 2,000[m] 
Number of nodes 400 
Node Velocity 1[m/s] 
Communication range 50[m] 
Communication speed 2[Mbps] 
Simulation time 200,000[sec] 
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can send and receive data simultaneously and that there is neither delay nor fault in communication. 
When m nodes ni (1≤i≤m) send their data at the same time to one node whose network bandwidth is S 
[Mbps], the transmission speed of node ni is limited to S/m [Mbps]. 

First, we evaluated the MST/NFD and the SR-N/NFD methods when node failures do not occur 
with the following three criteria, where X in the SR-N/NFD method was set as 99. 

Average cost: 
The average of each of the moving, data sending, and data receiving costs per node. The total 
cost denotes the sum of these costs. 

Throughput: 
The average amount of data that arrived at the data sink per second. 

Average communication distance: 
The average of the communication distances of all nodes participating in the gathering network.  

Then, we evaluated the MST/NFD and the SR-N/NFD methods when node failures occur with the 
following three criteria. We investigated the impact of the number of node failures occurred in each 
cycle of data gathering. 

Wasted waiting time: 
The total of the elapsed time during when each node in the gathering network waited until the 
nodes that actually failed participated in the gathering network, after each node in the gathering 
network finished sending and relaying the data to the data sink. 

Throughput: 
The average amount of data that arrived at the data sink per second. 

Moving distance: 
The average of the moving distances per node. 

5.2.  Comparison between the MST/NFD and the SR-N/NFD Methods Without Node Failures 

First, we compare the MST/NFD and the SR-N/NFD methods where no node failure occurs. Table 2 

Table 2  Comparison between the MST/NFD and the SR-N/NFD methods. 

 MST/NFD SR-N/NFD 

Moving cost [J] 15,174 52,168 
Sending cost [J] 5,512 5,281 
Receiving cost [J] 908 867 
Total cost [J] 21,594 58,316 
Throughput [kbps] 910 979 
Communication distance [m] 49.2 48.0 
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shows the average cost, throughput, and average communication distance. As shown in the table, since 
the delivering position of each node is greedily decided as a short moving distance in the MST/NFD 
method, the moving cost in the MST/NFD method is much lower than that in the SR-N/NFD method, 
and the communication distance in the MST/NFD method is longer than that in the SR-N/NFD 
method. However, nodes near the data sink have to always receive and forward the data of many other 
nodes because the delivering position of each node is fixed in the MST/NFD method. Hence, since 
these nodes cannot leave the gathering network and start sensing, the throughput in the MST/NFD 
method is lower than that in the SR-N/NFD method. 

5.3. Comparison Between the MST/NFD and the SR-N/NFD Methods With Node Failures 

Figures 5, 6, and 7 show the wasted waiting time, the throughput, and the moving distance in the 
MST/NFD and the SR-N/NFD methods, respectively.  

In the MST/NFD method, even if the node failure ratio increases, the wasted waiting time and the 
throughput are almost constant. This method takes nodes near the data sink long time to relay the data 
of other nodes, thus, if these nodes break down and do not arrive at their delivering positions on time, 
the data sink cannot immediately detect the node failures because the routes from the data sink to these 
node are not established yet. Moreover, for the same reason, most nodes have to wait to deliver their 
sensed data. Therefore, the wasted waiting time is short in the MST/NFD method and there is little 
drop in the throughput. There is little change in the moving distance because the MST/NFD method 
keeps the number of nodes that change their delivering positions to a minimum. 

In the SR-N/NFD method, the throughput degrades as the node failure ratio increases because the 
wasted time becomes long. However, even if the node failure ratio is 1 (Each node must break down 
once during the simulation.), the throughput in the SR-N/NFD method is higher than that in the MST 
method. The moving distance per one sensing increases as the node failure ratio increases. 

 
Figure 5  Ratio of wasted time to total time. 

 
Figure 6  Throughput in the MST/NFD and the SR-

N/NFD methods. 
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Consequently, we can confirm that the MST/NFD method is more robust over node failures. By 

using the SR-N/NFD method, while the moving distance and the wasted waiting time increase, the 
high throughput can be achieved. 

6 Conclusion 

In this paper, we proposed and evaluated two node control methods for a sparse mobile sensor 
networks, named the MST/NFD and the SR-N/NFD methods. In our methods, nodes construct a 
temporal network and communicate with the data sink by using multi-hop communication. In the SR-
N/NFD method, each node dynamically determines its connecting point in the temporal network based 
on broadcasted information and migrates keeping a certain distance between other nodes to decrease 
the moving distance. Moreover, while the moving distance and the wasted waiting time increase when 
node failures occurred, the high throughput can be achieved. In the MST/NFD method, while the 
throughput is lower than that in the SR-N/NFD method, the moving distance is much shorter. 
Moreover, the MST/NFD method is robust over the node failures.  

As part of our future work, we plan to extend our methods to further reduce the wasted waiting 
time and evaluate our methods on a practical platform. 

References 

1. Aikebaier, A., Enokido, T., and Takizawa, M., Design and Evaluation of Reliable Data 
Transmission Protocol in Wireless Sensor Networks, Mobile Information Systems, 4(3), 2008, 
237-252. 

2.  Akyildiz, I. F., Su, W., Sankarasubramaniam, Y., and Cayirci, E., Wireless Sensor Networks: A 
Survey, Computer Networks, 38 (4), 2002, 393-422. 

 
Figure 7  Moving distance per one sensing in the MST/NFD and the SR-N/NFD methods. 



 

 

126      Node Control Methods To Reduce Power Consumption Using Push-Based Broadcast For … 

 

3. Estrin, D., Girod, L., Pottie, G., and Srivastava, M., Instrumenting the world with wireless sensor 
networks, in Proceedings of International Conference on Acoustics, Speech and Signal Processing 
(ICASSP), 2001, 2033-2036. 

4. Ozaki, K., Enokido, T., and Takizawa, M., Coordination Protocols for a Reliable Sensor, Actuator, 
and Device Network (SADN), Mobile Information Systems, 4(2), 2008, 147-161. 

5. Holman, R., Stanley, J., and Ozkan-Haller, T., Applying Video Sensor Networks to Nearshore 
Environment Monitoring, IEEE Pervasive Computing, 2(4), 2003, 14-21. 

6.  Mainwaning, A., Povastre, J., Szewczyk, R., Culler, D., and Anderson, J., Wireless Sensor 
Networks for Habitat Monitoring, in Proceedings of International Workshop on Wireless Sensor 
Networks and Applications (WSNA), 2002, 88-97. 

7.  Szewczyk, R., Mainwaring, A., Polastre, J., Anderson, J., and Culler, D., An Analysis of a Large 
Scale Habitat Monitoring Application, in Proceedings of the 2nd ACM Conference on Embedded 
Networked Sensor Systems (SenSys), 2004, 214-226. 

8. Wark, T., Crossman, C., Hu, W., Guo, Y., Valencia, P., Sikka, P., Corke, P., Lee, C., Henshall, J., 
Prayaga, K., O'Grady, J., Reed, M., and Fisher, A., The Design and Evaluation of a Mobile 
Sensor/Actuator Network for Autonomous Animal Control, in Proceedings of the 6th International 
Conference on Information Processing in Sensor Networks (IPSN), 2007, 206-215. 

9.  Brennan, S.M., Mielke, A.M., Torney, D.C., and Maccabe, A.B., Radiation Detection with 
Distributed Sensor Networks, IEEE Computer, 37(8), 2004, 57-59. 

10.  Xu, N., Chintalapudi, K.K., and Ganesan, D., A Wireless Sensor Network for Structural 
Monitoring, in Proceedings of the 2nd ACM Conference on Embedded Networked Sensor 
Systems (SenSys), 2004, 13-24.  

11. Misra, S., Reisslein, M., and Xue, G., A Survey of Multimedia Streaming in Wireless Sensor 
Networks, IEEE Communication Surveys & Tutorials, 10(4), 2008, 18-39. 

12. Wang, H., Peng, D., Wang, W., and Sharif, H., Image Rate Based Cross Layer Optimizations for 
Image Delivery in Wireless Sensor Networks, Journal of Mobile Multimedia, 3(4), 2007, 285-297. 

13. Akyildiz, I. F., Melodia, T., and Chowdhury, K. R., A Survey on Wireless Multimedia Sensor 
Networks, Computer Networks, 51(4), 2007, 921-960. 

14. Keh, H. C., Shih, K. P., Chang, C. Y., Chen, H. C., and Chou, C. M., GUARD: a GUide, Alarm, 
Recovery and Detection System on a Wireless Sensor Network for the Blind, Journal of Mobile 
Multimedia, 2(4), 2006, 359-370. 

15. Dahlberg, T. A., Nasipuri, A., and Taylor, C., Explorebots: A mobile network experimentation 
testbed, in Proceedings of the 2005 ACM SIGCOMM Workshop on Experimental Approaches to 
Wireless Network Design and Analysis (E-WIND), 2005, 76-81. 

16. Sibley, G. T., Rahimi, M. H., and Sukhatme, G. S., Robomote: A Tiny Mobile Robot Platform for 
Large-scale Ad-hoc Sensor Networks, in Proceedings of the IEEE International Conference on 
Robotics and Automation (ICRA), 2002, 1143-1148. 

17.  Trajcevski, G., Scheuermann, P., and Bronnimann, H., Mission-critical Management of Mobile 
Sensors: or, How to Guide a Flock of Sensors, in Proceedings of the 1st International Workshop 
on Data Management for Sensor Networks: in Conjunction with VLDB 2004, 2004, 111-118. 

18. Moore, K. L., Chen, Y., and Song, Z., Diffusion-Based Path Planning in Mobile Actuator-Sensor 
Networks (MAS-Net): Some Preliminary Results, in Proceedings of SPIE, 2004, 58-69. 

19. Shah, R. C., Roy, S., Jain, S., and Brunette, W., Data MULEs: Modeling and Analysis of a Three-
tier Architecture for Sparse Sensor Networks, Ad Hoc Networks, 1(2-3), 2003, 215-233. 

20. Zhao, W., Ammar, M., and Zegura, E., A Message Ferrying Approach for Data Delivery in Sparse 
Mobile Ad Hoc Networks, in Proceedings of the 5th ACM International Symposium on Mobile 
Ad Hoc Networking and Computing (MobiHoc), 2004, 187-198. 



 

 

T. Ogawa, T. Shinjo, S, Kitajima, T. Hara, and S. Nishio      127

21. Vincze, Z., Vass, D., Vida, R., Vidács, A., and Telcs, A., Adaptive Sink Mobility in Event-driven 
Multi-hop Wireless Sensor Networks, in Proceedings of the 1st International Conference on 
Integrated Internet Ad Hoc and Sensor Networks (InterSense), 2006. 

22. Suzuki, R., Makimura, K., Saito, H., and Tobe, Y., Prototype of a Sensor Network with Moving 
Nodes, in Proceedings of International Workshop on Networked Sensing Systems (INSS), 2004. 

23. Shinjo, T., Kitajima, S., Ogawa, T., Hara, T., and Nishio, S., Mobile Sensor Control Methods for 
Reducing Power Consumption in Sparse Sensor Network, in Proceedings of International 
Workshop on Sensor Network Technologies for Information Explosion Era (SeNTIE), 2008, 
133-140. 

24. Shinjo, T., Kitajima, S., Ogawa, T., Hara, T., and Nishio, S., A Mobile Sensor Control Method 
Considering Node Failures in Sparse Sensor Network, in Proceeding of International Workshop on 
Data Management for Information Explosion in Wireless Networks (DMIEW), 2009, 1054-1059. 

25. Goldenberg, D. K., Lin, J., Morse, A. S., Rosen, B. E., and Yang, Y. R., Towards Mobility as a 
Network Control Primitive, in Proceedings of ACM International Symposium on Mobile Ad Hoc 
Networking and Computing (Mobihoc), 2004, 163-174. 

26. Heinzelman, W. R., Chandrakasan, A., and Balakrishnan, H., Energyefficient communication 
protocol for wirelessmicrosensor networks, in Proceeding of the Hawaii International Conference 
on System Sciences (HICSS), 2000, 1-10.  


