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In this paper a novel approach for the automatic representation of pictures on mobile

devices is proposed. With the wide diffusion of mobile digital image acquisition devices,
the need for managing a large number of digital images is quickly increasing. In fact,
the storage capacity of such devices allow users to store hundreds or even thousands, of
pictures that, without a proper organization, become useless. Users may be interested

in using (i.e., browsing, saving, printing and so on) a subset of stored data according
to some particular picture properties. A content-based description of each picture is
needed to perform on-board image indexing. In our work, the images are analyzed and

described in three representation spaces, namely, faces, background and time of capture.
Faces are automatically detected, and a face representation is produced by projecting the
face itself in a common low dimensional eigenspace. Backgrounds are represented with
low-level visual features based on RGB histogram and Gabor filter bank. Temporal data

is obtained through the extraction of EXIF (Exchangeable Image File Format) data.
Faces, background and time information of each image in the collection is automatically
organized using a mean-shift clustering technique. Significance of clustering has been
evaluated on a realistic set of about 1000 images and results are promising.

Keywords: CBIR - Content Based Image Retrieval, automatic image annotation, mobile
devices

1 Introduction

The increasing number of digital image acquisition devices, equipped with large storage ca-

pacity, allows users for storing a quite large number of pictures, making the device itself a

sort of digital photo album wallet. We addressed the scenario in which an user takes pictures

in different sessions and different places, that is pictures belong to different contexts. In this

case users may also be interested in using such devices to instantly manage (i.e., browse, save,

print and so on) a subset of captured pictures according to some particular picture properties.

Usually, digital photo libraries are organized by keywords given by the user. This process

has been observed to be inadequate since it requires users to manually associate keywords

to pictures. Moreover users add few keywords for large set of images and, on the other side,
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keywords tend to be ambiguous. This is even worse on mobile devices due to limited text

input capabilities. Time of shooting is usually available for free since all the digital camera-

phone attach a timestamp to the pictures they take, however its power in term of searching

capabilities is quite limited [1].

Our point is that considering image collections stored on mobile devices, the user is mainly

interested in who is in the picture (usually a relatively small number of different individuals)

and where and when the picture was shot. Who, where and when are the fundamental aspects

of photo information and input images can be intrinsecally split in three domains of interest[2].

In our system, the faces are extracted from images so that it is possible to identify who

is in the picture while the remaning part of the image is considered as image context. Low-

level features, based on color and texture, are used to identify different contexts (where) by

analyzing the information stored in the image background. Nowadays more and more devices

are equipped with GPS that allow to store camera position within the EXIF information,

however GPS data is available only in outdoor environments so that visual analysis is required

in any case. The when aspect is bound to when the picture was captured and is typically

referred to temporal ranges or particular user events (e.g. birthdays, weddings, travels).

To automatically organize image data based on faces, background and time descriptors

a mean-shift based approach is presented. Image features are automatically extracted and

clustering parameters are automatically determined according to a proposed entropy based

figure of merit.

The paper will show the following structure: an analysis of related work will be given

(Sect. 2). The Sect. 3 will give an overview of the techniques we used to represent the

images, while the three-domain clustering will be described in Sect. 4. Experimental results

will be shown and discussed in Sect. 5. Conclusions will follow in Sect. 6.

2 Related Works

With the widespread diffusion of digital photography, personal photo collection management

has become an active field of research. Several studies [3, 4, 5, 6, 7, 8] addressed the problem of

semi-automatic personal photo collection management based on the observation that pictures

often depict people and use this information for more effective searching and browsing. Most of

the effort has been devoted to finding techniques to help the user in annotating the collection.

For example Zhang et al. [9] developed a system where the user is allowed to select multiple

images and assign them personal names. Then the system tries to propagate names from

photograph level to face level exploiting face recognition and CBIR techniques. A similar

approach has been implemeted in iPhoto 09 [10], recently proposed by Apple. iPhoto allows

users to organize their libraries by using semi-automatic features detection (i.e., faces, places

and events) and search them by person, location, title, album, event, or keyword. Face

arrangement in photo [11] or clothes and nearby regions [12] have also been exploited to

cluster the collection.

Several researchers address the problem of personal photo album management in an im-

age clustering framework. For example in [13] the authors use color histogram and histogram

intersection distance measure to perform hierarchical clustering. In Deng et al. [14] a self-

organizing map is used to let the structure of the data emerge and then to browse the collec-

tion. Many techniques have been proposed to refine the automatic clustering approach with
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human intervention to make cluster semantically homogeneous. Goldberger et al. [15] pro-

posed a generalized version of the information bottleneck principle where images are clustered

to maximally preserve the mutual information between the clusters and image contents. In

other cases the presence of faces in an attempt to bridge the gap between visual and semantic

content is exploited. For example in [16] face detection is performed on captioned images and

clustering is used to associate automatically extracted names to the faces.

Previous work regarding CBIR on mobile devices has been mainly limited to particular

problems like the generation of an initial query set [17], to energy efficiency [18] or to the

development of a mobile front-end to traditional CBIR systems [19, 20, 21] in a client server

framework. In our work we propose a fully automatic approach for image searching and

browsing on mobile devices based on image clustering. Our goal is in fact the development of

a system to improve user experience in managing photos on the mobile device itself without

the need of trasferring and processing them on a host computer.

3 Image Representation

In this work we propose a novel approach for automatic image indexing on mobile devices.

The key point is the representation of each image with multiple descriptors in a suitable form

for clustering. An image can be represented in several spaces allowing to capture different

aspects of input data [22]. In the proposed system, each image in the collection is represented

with features related to the presence of faces in the image, features characterizing background

and time information. A data oriented clustering allows to generate aggregation structures

driven by statistical regularities in the represented data. The proposed process of image

representation is shown in Fig. 1.

Fig. 1. Image representation for personal photo collections.

For each face in the personal album the global representation is given by:

x = [xf ,xb,xt] (1)

where xf ∈ RM is the representation of face in the eigenspace of detected faces, xb ∈ RP

is the background representation for the corresponding image, and xt ∈ R is the time of

capture.
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3.1 Face Representation

As first processing step, each image to be archived in the system is searched for faces. Some

cameras are already able to perform real-time face detection to perform pre-processing tasks

(e.g., autofocus). Our point is that in next future all cameras will be equipped with ad-hoc

face detection circuits so that the same module could be used for indexing purposes. At this

time, we chose to use the state of the art approach to face detection, that is the framework

proposed by Viola and Jones [23]. A few detected faces are reported in Fig. 2.

Fig. 2. Examples of detected faces.

Several appearance-based approaches could be used for face representation. We used

eigenfaces [24], i.e., a principal compenent analysis (PCA) technique, as it is one of the most

mature and investigated method.

Given the set of all detected faces in the image collection, the mean face Ψ and the

eigenvectors e are calculated. Each image in the data set is represented subtracting the mean

image Ψ and projecting the face vector in the eigenspace. If Φ is the difference between the

face and the average face, the representation in the eigenspace is wi = eT
i Φ.

The face space, as well as the average face, is learned off-line on a significant subset of the

image collection and it is not updated. At any time, if most of the faces present in the image

collection differ significantly from the training set, it is possible to build a new face space and

recompute the projection of each detected face in the new face space.

3.2 Background Representation

Given the faces contained in the image, the remaining part of the image information is re-

lated to the context of the scene. Background information is represented in terms of color

and texture features using a single, composite, vector for each image. Color information is

captured through histograms in the RGB color space using 20-bin histograms of the R, G

and B channels. The texture feature is composed by 90 elements obatined by applying Gabor

technique [25] with 6 different filters (i.e., 3 orientations and 2 scales). For each filter the

energy value is evaluated and represented as a 15 bins histogram. Thus, considering both

color and texture information, for each image the background is represented by a single vec-

tor of 150 elements. Considering that features are distributed according to a gaussian density

function, values near mean value are very common and - for this reason - less discriminative.

To stretch values towards lower or higher values they are processed through a sigmoid.
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Sigmoids are characterized by the parameters α and β as given in Equation (2)

f(x) =
1

1 + e−(αx−β)
(2)

The value of α is chosen to modulate the mapping of feature and get a softer or stronger

stretching. The value of β is chosen to translate the sigmoid across the mean and is set to

β = −µα where µ is the mean value.

3.3 Time Representation

Temporal data information is available through the extraction of Exif (Exchangeable image

file format) data. This metadata is attached when picture is captured for storing information

about camera model, exposure parameters, GPS coordinates and time (e.g., date and hour)

of the image shot. Liu et al. [26] use part of this information to classify image in indoor or

outdoor classes. Here we focus only on the time of capture, leaving out information referred

to camera sensor and image exposure. The value stored in the time field as date and hour

of capture is converted in an integer number counting seconds from a fixed data (i.e., Jan

1, 1970). Images are placed in the time line and organized according to time similarity

and a parameter q is chosen to represent time scattering of samples in a coarser or finer

representation.

tq = floor

(

t

q

)

(3)

The larger is q the more events will be mapped in the same tq, the smaller is q the more

the event temporal description is detailed.

4 Image Clustering

Faces, background and time information of each image in the collection is automatically orga-

nized using a mean-shift clustering technique. Once the input data is organized into clusters

we obtain “new collections”of similar images that could be easily browsed and searched.

Mean shift is a technique for kernel density estimation that applies gradient climbing to

probability distribution [27]. Given n data points xi, i = 1, 2, ..., n in the d-dimensional space

Rd, a multivariate kernel density estimator f̂(x) is calculated as

f̂(x) =
1

nhd

n
∑

i=1

K(
x − xi

h
) (4)

where h is the bandwidth and the kernel K(.) is the Epanechnikov kernel. Using a dif-

ferentiable kernel, the estimate of the gradient density can be written as the gradient of the

kernel density estimate(4):

∇̂f(x) ≡ ∇f̂(x) =
1

nhd

n
∑

i=1

∇K(
x − xi

h
) (5)

For the Epanechnikov kernel the density gradient estimate is:
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∇̂f(x) =
nc

nVd

d + 2

hd

(

1

nc

∑

x∈S(x)

(xc − x)

)

(6)

where S(x) is the hyper-sphere of radius h, having volume hdVd, centered in x and con-

taining Lc data points. The quantity Mh(x) defined as

Mh(x) ≡
1

nc

∑

x∈S(x)

(xc − x) (7)

is called Mean Shift Vector that can be expressed as:

Mh(x) =
hd

d + 2

∇̂f(x)

f̂(x)
(8)

The Mean Shift Vector at location x is aligned with the local density gradient estimate and

is oriented towards the direction of maximum increase in density. For each point the Mean

Shift Vector defines a path leading from the fixed point to a stationary point of estimated

density where gradient is equal to zero.

Each picture is represented as a generic point in the feature space composed by represen-

tation in time, faces and backgrounds spaces. The Mean Shift Vector shown in Equation (7)

describes a trajectory in the density space converging to points where the density is maximum.

The set of all points converging to a local maximum is the basin of attraction for the found

maximum density point. The procedure for the detection of modes in the data distribution

is composed of two steps:

• Run mean shift to find stationary points for f̂(x)

• Prune the found points retaining only the local maximum points

Clusters are refined through a merging procedure unifying adjacent clusters. Clusters are

merged if:
∥

∥

∥
yi − yj

∥

∥

∥
<

h

2
(9)

where yi and yj are two local maximum points, i 6= j, and h is the bandwidth used to estimate

the distribution density.

The clustering process is driven by a set of parameters and, although the number of clusters

is not fixed, the best bandwidth must be selected. To evaluate the best clustering parameters,

a number of evaluation indexes have been proposed, from the older Partition Coefficient and

Partition Entropy[28] to the newest as partition based on exponential separation [29]. All of

them tend to capture the quality of the separation proposed by clustering. Typically these

methods are oriented to fuzzy clustering more than to hard (crisp) clustering and they use

an estimation of the density to evaluate the clustering performance (e.g. Parzen Windows).

Since we adopted a density estimation in the mean-shift procedure, to avoid a biased clustering

measure, we choose to evaluate clustering as function of scattering of hand assigned identifiers

in the clusters. These identifiers are related to the image content and are the names of people

in a picture - for faces domain - , the identified context - for background domain - and event
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for time domain. These identifiers are usually referred as labels, indicating the ground truth

for the given images. We define two indexes; the Intra-Cluster Entropy is defined as:

Ec = −
1

log(NC) ∗ log(NL)

NL
∑

i=1

NC
∑

j=1

uij

Tj

log
uij

Tj

(10)

where NC is the number of clusters, NL is the number of labels, uij is the number of times

the i − th label is present in the j − th cluster and Tj is the number of samples in the j − th

cluster. This index gives a measure of the entropy inside clusters. If many different labels are

present in a cluster, the value of ratio uij/Tj is near the average and the value of Intra-Cluster

Entropy is high. If a label is concentrated in few clusters and is absent in all the other the

ratio uij/Tj is near 1 or near 0 and the entropy has a low value. This index measures the

uncertainty of labels inside clusters.

The second index, the Intra-Label Entropy is defined as:

El = −
1

log(NL) ∗ log(NC)

NL
∑

i=1

NC
∑

j=1

uij

Si

log
uij

Si

(11)

where NC is the number of clusters, NL is the number of labels, uij is the number of times

the i− th label is present in the j− th cluster and Si is the number of occurrence of the i− th

label. This function provides a measure of the distribution of a label across clusters. If a label

is always present in a cluster, or in the opposite way always absent, the ratio uij/Si is near

1, or near 0, and the entropy has a low value. On the other side if a label is generally present

in many clusters, the more the value uij/Si is near the average, the higher is the entropy.

To reduce the Intra-Cluster Entropy a lower bandwidth should be preferred, while to

reduce Intra-Label Entropy a higher bandwidth should be chosen. To modulate this tradeoff,

a measure depending on Intra-Cluster Entropy and Intra-Label Entropy is defined and is called

Global Clustering Entropy :

EG = ζ · Ec + (1 − ζ) · El (12)

The value of the parameter ζ allows to modulate weight of Intra-Cluster Entropy and

Intra-Label Entropy in the final clustering.

We used the Global Clustering Entropy to empirically evaluate the value of bandwith

to use. In practice we computed the bandwith where entropy is minumum for several real

datasets, noticing that the same value might be used while considering different image collec-

tions.

The clusterization of data through the mode seeking assumes the possibility to estimate

distribution density with a single kernel being the data characterized by the same density

distribution in all the vector space. In the case here considered, the samples in image collection

can be split in multiple representation carrying orthogonal information composed together in

a single data vector.

To cluster data represented in multiple domains, mean-shift algorithm is applied in a

similar way to what is done in image segmentation by Comaniciu et al.[27]. Assuming that

domains adopted to describe items of image collection, allow the Euclidean norm as metric,



M. La Cascia, M. Morana, and F. Vella 165

a multivariate kernel is defined as product of three radially symmetric kernels:

Khf ,hb,ht
(x) =

C

hM
f hP

b ht

k

(∥

∥

∥

∥

∥

xf

hf

∥

∥

∥

∥

∥

2)

k

(∥

∥

∥

∥

∥

xb

hb

∥

∥

∥

∥

∥

2)

k

(∥

∥

∥

∥

∥

xt

ht

∥

∥

∥

∥

∥

2)

(13)

where xf is the data represented in the first domain, xb is the data referred to the second

domain, xt is the representation in the third domain, hf ,hb and ht are the corresponding

kernel bandwidths, C is the normalization constant.

Information is described as a composition of face representation, time of capture and

background representation. Faces information has a dimensionality m corresponding to the

dimension of the eigenspace adopted. Background information has a dimensionality equal to

p that is the sum of the dimensions of the chosen features (Sec. 3.2). Time information is

represented with a scalar value. To cluster this composite information, a multivariate kernel

is applied with mean shift procedure. Being the data intrinsically composed by three domain

independent parts, a composition of three Epanechnikov kernels is applied. Instead of evalu-

ating empirically the performance of multiple values of the bandwidth, the Global Clustering

Entropy is used as performance measure. Driven by clustering results, the bandwidth value

is automatically chosen. The process is run for the three domains, and ideally can be applied

to all the set of orthogonal feature representing input samples.

5 Results

The proposed system has been tested on a real photo collection, i.e., 1000 images (VGA and

double VGA images), captured in about two months by a mobile device. Tests have been

performed on a traditional computer while taking into account the cost of each operation to

be sure that the whole processing may be performed on a mobile device. Each image has been

manually labeled to store information on the presence of faces, background characteristics and

time of shooting. The face detection step brought to the extraction of 734 images of faces

and four known people have been chosen so that each face is defined by an ID as reported in

Table 1.

Table 1. Faces and background labels.

Faces

ID id1, id2, id3, id4, unknown

Background

Type indoor, urban, green, snow

Time

Type birthday, christmas, christmas trip, winter 08/09, ski holiday

The clustering parameters have been empirically evaluated according to the values of

Global Clustering Entropy for face, background and time domains using a subset of the

labelled image collection.

Background images are classified according to four categories (indoor, urban, green, snow)

representing some typical contexts mainly present in the collection. The results for the clus-

tering of background are shown in the Table 2. All clusters with a single element have been

discarded and label distribution is shown for the remaining seven clusters.
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Table 2. Percentage occurrence of labels in generated clusters

indoor urban green snow
Cl 1 - 64% 36% -
Cl 2 12% - - 88%
Cl 3 - 58% 27% 15%
Cl 4 43% 36% - 21%
Cl 5 - 55% 41% 4%
Cl 6 44% - 56% -
Cl 7 24% - 27% 49%

Faces are clustered according the parameters of the Global Clustering Entropy. Discarding

all the clusters with less than two elements, the number of remaining clusters is equal to 6

and the distribution is shown in Table 3. The id from 1 to 4 are the most recurrent in image

repository, all the other faces are associated to a “unknown”label.

Table 3. Percentage occurrence of identities in generated clusters

Pers 1 Pers 2 Pers 3 Pers 4 unknown
Cl 1 100% - - - -
Cl 2 3% - 5% 78% 14%
Cl 3 - 32% - - 68%
Cl 4 - - 74% - 26%
Cl 5 77% - - - 23%
Cl 6 - 67% 19% 14% -

Time information is clusterized considering the found parameters and results evaluated ac-

cording to manually given temporal labels (birthday, christmas, christmas trip, winter 08/09,

ski holiday ). The Mean Shift approach is used for clustering the personal album using in-

formation from the three considered domains. Clustering results are evaluated by calculating

the Global Clusterization Entropy (Equation (12)) with labels given by 3-tuples (identity,

context label, time label).

Table 4. Percentage occurrence of time labels (TL) in generated clusters

birthday christmas christmas trip winter 08/09 ski holiday
cl 1 - 23% 77% - -
cl 2 54% - - 26% 20%
cl 3 - - - - 100%
cl 4 - 63% 11% 26% -
cl 5 - - - 100% -
cl 6 - - 100% - -
cl 7 11% 7% 53% - 29%
cl 8 - - - 64% 36%

The most frequent 3-tuple for each cluster are shown in Fig. 3 and reported in Table 5.
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Table 5. The most frequent 3-tuple for each cluster.

Cluster 1 Cluster 2 Cluster 3 Cluster 4
who person 3 person 2 person 4 person 1

where indoor indoor snow green
when winter 08/09 winter 08/09 ski holiday christmas trip

Fig. 3. Image clusterization exploiting multi-domain representation.

6 Conclusions

A fully automatic approach for image searching and browsing on mobile devices has been

presented. The goal of the proposed system is to improve user experience in managing (i.e.,

browsing, saving, printing and so on) photos on the mobile device itself without the need of

trasferring and processing them on a host computer. We focused on the three most important

aspects of image collections stored on mobile devices: who (faces) is in the picture, where

(background) and when (time) the picture was shot. These three aspects (i.e., picture context)

have been managed in a homogenous way using a mean-shift clustering technique. Moreover,

the indexing process is transparent to the user since image features are automatically extracted

and clustering parameters are automatically determined according to a proposed entropy

based figure of merit. The proposed system has been tested on a real photo collection captured

by a mobile device and experimental results are very interesting. The main contribution of

the proposed work is to consider the mobile multimedia device as a standalone device that

allows an user to instantly manage its own pictures collection. Thus, all image representation

and clustering steps have been performed simulating the device constraints, that is taking

into account the cost of each operation while optimizing the whole system. Some points (e.g.,

objective vs subjective clustering evaluation, system performances while using collections of

different size, time of execution on different mobile devices) could be better investigated and

this will be subject of future work.
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