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We propose a novel motion analysis algorithm by using the mean-shift segmentation and motion estimation 
technique. Mean shift algorithm is frequently used to extract objects from video according to its efficiency and 
robustness of non-rigid object tracking. For diminishing the computational complexity in searching process, an 
efficient block matching algorithm: cross-diamond-hexagonal search algorithm was used. In the motion analysis 
procedure, the stick figure of object obtained by thinning process is treated as guidance to gather the statistics of 
motion information. The experimental results show that the proposed method can provide precise description of the 
behavior of object in several video sequences and extrapolate human motion seamlessly by combining different 
motion clips obtained from other video sequences. 
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1 Introduction  

To analyze the behavior of object in a video is an important task for object-based motion description of 
video. In order to analyze the detail motion information of each part of an object, techniques such as 
object tracking, motion estimation need to be implemented. Non-rigid object tracking and motion 
estimation are the most popular research topic in recent years. Among numerous tracking techniques, 
mean shift is the most often used. The attractiveness of mean shift algorithm [5] is due to its 
computational efficiency and its robustness of non-rigid object tracking. An efficient algorithm [6] 
using mean shift tracker and motion estimation to deal with the problem of large displacement was 
proposed. In addition, another paper [8] discusses moving object tracking algorithm by using mean 
shift-based video segmentation and edge-guided merging of over-segmented regions.  The ordinary 
mean shift mechanism has limitation in scale space; papers [3, 6, 8] addressed the problem of scale 
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adaption in blob-tracking scenario and proposed an improved mean shift-based tracking algorithm to 
solve the problem. 

 
 

Figure 1. Overview of our motion extrapolation algorithm 

On the other hand, block-matching motion estimation is one of the most important issues in video 
encoder. This approach is also used to enhance the accuracy of object tracking and is diminishing the 
computational complexity according to its similar prediction strategy. Paper [3] proposed two fast 
cross-diamond-hexagonal search algorithms to reduce the exhaustive searching of candidate block and 
maintain the accuracy of prediction. 

As shown in Figure 1, our proposed method can be separated into two parts. Firstly, a modified 
mean shift algorithm was adopted as a color-based tracker to extract object in video frames. In this 
stage, we use mean shift filtering and a region-merging algorithm to produce the template of object for 
object tracking and segmentation process. Secondly, a thinning algorithm was adopted to generate the 
stick figure of object. Due to the motion information of points on stick figure can be viewed as 
guidance for analyzing the behavior of object, we estimating the motion vector of points in stick figure 
and use them as guidance to integrate the motion vector of surrounding points. 

This paper is organized as the following. In Section 2, we discussed how to use mean shift 
segmentation and motion estimation technique to extract objects from video. The detailed description 
of our proposed motion extrapolation algorithm will be described in section 3, with results and 
conclusion in sections 4 and 5, respectively. 

2 Object tracking and segmentation 

As illustrated in [5], mean shift is an effective algorithm especially used in image segmentation and 
image smoothing. In order to extract objects in each frame from a video efficiently, a robust color 
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clustering algorithm and efficient estimating technique should be adopted. Our object segmentation 
algorithm is based on the following steps: 

1. Use mean shift filtering and region-merging algorithm to build up the reference template of 
object. 

2. The sum-of-square-difference is used to estimate the similarity and the CDHS (i.e., Cross-
Diamond- Hexagonal Search) algorithm is adopted to speed up the searching process. 

3. Update the reference template by extracting objects from searching result according to the 
template of object built in step 1. 

In step 1, we use mean shift filtering technique which defined in [5] to realize color clustering. Figure 
2(a) shows the original frame and Figure 2(b) is its corresponding clustering result. 

 

  
(a) Source object (b)After filtering 

 
(c) After region-merging 

 

Figure 2. Color segmentation 

As shown in Figure 2(b), there exist several tiny regions in the image. In order to reduce the error 
rate during comparing process, we use region-merging algorithm to merge regions which contains less 
than Tarea pixels into surrounding larger region. Tarea is the threshold of area and is set to 1/100 of 
object size. The merging result is shown in Figure 2(c) and the feature space analysis of object and 
segmentation is illustrated in Figure 3. 

The template of object built in step 1 is used as guidance for the searching process. In our 
estimating procedure, the sum-of-square-difference (SSD) technique based on CIELuv color space is 
used to estimate similarity among the template of object and candidate patch in the next frame. In order 
to lower the computational cost during the estimation procedure, the CDHS algorithm is also adopted. 
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We used patch as a unit in our searching strategy. The sum of SSD values computed by L, U, and 
V (i.e., the diff function) could be viewed as the similarity between template of objects in previous 
frame and all candidate patches in the next frame. 

 

  
(a) Source object (b) After segmentation 

 

Figure 3. Feature space analysis 
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diff(Ps,Pc) = LSSD(dx,dy) + USSD(dx,dy) + VSSD(dx,dy), where dx = xs – xc , dy = ys – yc (4)

Let Ps be the patch which contains object’s information in framet, Pc is a candidate patch in framet+1. 
The best searching result is a patch of the minimum difference. 

Ptarget = arg min(diff(Psource, Pcandidate )) 

The source patch in framet is shown in figure 4(a) and the best searching result in framet+1 is shown in 
Figure 4(b). After step 3, the object could be extracted from the target patch according to the color 
clustering result of object and used in the next searching process. 

3    Human Motion Estrapolation 

Because of starting pose and ending pose of human motion in different motion clips are always 
different, for accomplishing seamlessly motion extrapolation, a procedure of human motion analysis 
should be adopted before we start to extrapolate the human motion. Figure 4 shows an example which 
we combined two different motion clips directly. 
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(a) Motion clip 1 (b) Motion clip 2 

 
(c) combined result 

 

Figure 4. Example of motion extrapolation by direct combining two motion clips. 

3.1 Human motion analysis of target objects 

After objects are extracted from the above process, a thinning technique and motion estimation 
algorithm are used to analyze the motion information of all parts of an object. 

 

   
(a) Source object (b) Target patch (c) Object segmentation 

 

Figure 5. Object tracking and segmentation 

In order to analyze the behavior of object, an effective thinning algorithm, Rule-Based Thinning 
(RBT) algorithm [1], is used to extract the skeleton of object. Points on a stick figure are viewed as the 
centroids of each part of object and the motion vectors of these points may present the motion of each 
part of object. Figure 5(a) shows the original object image and the corresponding stick figure is shown 
in Figure 5(b). 

 

  
(a) source object (b) thinning result 

 

Figure 6. Result of object thinning 
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The motion analysis procedure is described as follows: 

1. Estimate the motion vector Mc of central block (as illustrated in figure 6(a)).  
2. Estimate the motion vector Ms(i) of surrounding block (as illustrated in figure 6(b)). 
3. Compute the mode of direction Dm in Mc and Ms(i) 
4. If Dm is different from direction of Mc, the size of both blocks will be enlarged and return to 

step 1. 

The block size adopted in step 1 and step 2 is 10 by 10 and 5 by 5 respectively. We also use the 
CDHS algorithm in the estimating process and use CIELuv-based SSD technique in the comparing 
process. The reason that we estimate Mc and Mr is to prevent the error occurred in estimating process 
and to confirm the accuracy of result. If the direction of Mc is different form Dm, we enlarge the size of 
a central block and surrounding block by 1 pixel and return to step 1 to estimate again. 

 

  
(a) Central block (b) Surrounding block 

 

Figure 7. Example of central block and surrounding block in stick figure 

Otherwise, Mc will be used as a reference as part of an object. Figure 7 shows the result of motion 
analysis procedure. Each row presents the motion vector of central block in color and direction. The 
first and second row shows the motion vector of central and surrounding block respectively. The result 
of motion integration with Mc and Ms(i) is shown in the third row. 

 

   
(a) Direction map of main block (b) Direction map of surrounding 

block (c) Direction map of object 

 

Figure 8. Example of motion analysis 

Figure 8 and Figure 9 shows some results of our motion analysis procedure. Figure 8(a) and Figure 
9(a) shows the original video in panning and 100-meter race in the Olympic game in front view 
respectively. Figure 8(b), 8(c) and Figure 9(b), 9(c) are the corresponding results of object 
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segmentation and motion analysis. All of computed motion information will be used as guidance in the 
following procedure: motion extrapolation.  

 

(a) 

    

(b) 

    

(c) 

    
Figure 9. Results of Motion analysis – Video with panning camera motion 

(a 

    

(b) 

    

(c) 

    
 

Figure 10. Results of Motion analysis –100-meter race in the Olympic game in front view 
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3.2 Motion Extrapolation 

Since the motion information of human body is computed in previous procedure, we can start to 
extrapolate human motion by combining different motion clips which is obtained from other video 
sequences. Our motion extrapolation includes two major stages: object normalization and motion 
combination. The object normalization procedure is used to ensure object size in two different motion 
clips are the same. In this process, we use bi-linear interpolation algorithm to enlarge the smaller object. 
After the object size of two motion clips approximate, we can start to combine these two motion clips. 
In this process, we first gather the motion information of last five human motions of first motion clip 
and then use it as a guidance to find out most similar human motion in another motion clip. Once we 
can find the similar motion between two motion clips, our motion combination procedure will further 
combining these two motion clips. Figure 11 shows an example of motion searching and combination. 

 

 
(a) motion searching 

 
(b) motion combination 

 

Figure 11. Example of motion combination 

 

4    Experimental Result 

The proposed algorithm has been test on several kinds of video sequences. Figure 12 shows several 
results of our motion extrapolation algorithm. Each odd row is the source motion clips obtained from 
different video sequences. Each even row are the result of motion extrapolation. These results shows 
our algorithm can produce good results of motion extrapolation. 
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(a) (b) 

 
(c) 

  
(d) (e) 

 
(f) 

  
(g) (h) 

 
(i) 
 

Figure 12. Results of motion extrapolation 

5    Conclusion 

In this paper, we proposed an effective algorithm by using the cross-diamond-hexagonal search 
algorithm and CLELuv-based sum-of-square-difference technique. The proposed algorithm can extract 
object from video and analyze the motion of each part of object precisely. Once the motion 
information is computed, it will be used as guidance in our motion extrapolation procedure to 
extrapolate human motion by combining different human motion obtained from other video sequence.   
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